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ABSTRACT

Online survey platforms like Qualtrics, SurveyMonkey, and Amazon Mechanical Turk have become essential tools for fast, cost-
effective data collection, but growing concerns over data quality and the risk of fraud have accompanied their rapid growth. The
purpose of this study was to determine whether follow-up demographic verification surveys can identify fraudulent participation
and improve data quality in survey research conducted through online survey platforms.

An orthopedic activity level survey with 35 embedded data quality checks was distributed using Amazon Mechanical Turk. A
follow-up demographic verification survey was sent to 28 participants who contacted the survey administrator after completing
the original survey. Five datasets were cleaned and merged using R, allowing for the identification of potential patterns of fraud
through the direct comparison of demographic information between the original and follow-up sutveys.

Participants who did not complete the follow-up survey exhibited signs of fraud and poor data quality, including one email being
linked to multiple participant accounts and higher counts of failed data quality checks. Although the small sample size limited the
ability to detect statistical significance, descriptive patterns indicate practically meaningful differences. In contrast, demographic
discrepancies were minimal among those who completed the follow-up. Open-text box similarity detection was the most effective
individual data quality check.

Integrating follow-up verification surveys into study designs provides a practical and scalable approach to detect fraud and
maintain data integrity before compensation is distributed, offering researchers a cost-effective method to protect incentive
budgets and data quality within online sutvey research.
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INTRODUCTION

Online surveys play a pivotal role in shaping decisions, and the industry's current value and projected growth demonstrate their
widespread adoption and expanding role. Already valued at an estimated three billion dollars in 2024, the online survey industry is
expected to continue to grow, projected to reach $36 billion by 2030.52 Online survey platforms such as Momentive (herein
referred to as SurveyMonkey), Amazon Mechanical Turk (MTurk), and Qualtrics allow researchers and other professionals across
a broad spectrum of fields to collect and harness data in a quicker, cost-effective, and accessible manner than traditional
methods.>5

These platforms have extended their reach into public, private, and academic sectors. Regardless of the field or sector, obtaining
good-quality data is integral to making valid conclusions that inform decision-making. Despite these advantages, online survey
platforms introduce risks of fraud and careless responses, raising concerns among researchers about threats to data quality and
research outcomes.> %7 Financial incentives can further motivate bad actors to prioritize quantity over quality, leading to
fraudulent activities in survey responses that waste valuable resources and distort study results.3-10

Survey incentives have been linked to an increase in multiple submissions,'12 and while strategies have been developed to
mitigate fraudulent participation, many remain ineffective against those who continue to adapt their techniques to exploit
incentive structures. To combat survey fraud, researchers have explored altering incentives, verifying demographic details to
identify repeated attempts, and delaying or withholding compensation until fraud detection checks are complete.® 1315 However,
the effectiveness of these strategies remains uncertain and requires further evaluation. Without effective deterrents, researchers
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risk allocating limited resources to unreliable data. While artificial intelligence (AI) and deep learning offer tools for detecting
fraudulent survey responses, both automated and human-generated, their practical use remains limited and not yet widely
validated.1617 At the same time, Al lowers the technical barriers for fraudulent actors to exploit surveys. These tools enable
automated submissions and allow individuals lacking proficiency in the survey language to use large language models for
translation, compromising instruments validated for linguistically proficient respondents and complicating detection of invalid
responses.!? 18

Given these ongoing challenges, the purpose of this study was to assess and identify fraudulent responses using a follow-up
demographic verification survey prior to incentive disbursement. In addition to the embedded data quality checks in the original
survey, the follow-up survey functioned as a secondary fraud detection step for a subset of participants who contacted the survey
administrator. Instead of relying solely on post-hoc fraud detection methods that can only be used after survey completion and
participant compensation, the goal of the follow-up survey was to confirm participant identities through time-delayed verification
of reported static demographics and identify discrepancies with their initially reported demographic information. By verifying
demographic consistency, this study employs a scalable solution for detecting inconsistencies before incentives are distributed,
thereby reducing fraudulent claims, conserving research resources, and improving data quality.

METHODS AND PROCEDURES

Survey design and data collection

An orthopedic activity level assessment survey was distributed in the Summer of 2024 through MTurk. This study was approved
by the Kennesaw State University Institutional Review Board (IRB-FY23-373). To examine data quality, 35 quality checks were
embedded into the original survey. These checks included logic, demographic consistency, and open-text similarity checks, among
others. Participants entered the study with a unique MTurk participant ID. The original survey was divided into two parts, with
patt one including a set of screening questions and part two containing the primary content for those who qualified. Upon
completing the original survey, participants received a survey completion code. This code was required to receive payment
through MTurk and was used to verify participation.

Following the completion of the original survey, the data cleaning process was initiated to identify potential fraud. During this
time, some respondents contacted the survey administrator about incentive payments, at which point they were sent a follow-up
demographic verification survey. These individuals were the only participants to receive the follow-up survey, as the purpose was
to confirm their identity before addressing their concerns or distributing compensation. This approach provided a necessary
verification step, but it limited the follow-up survey to a self-selected subset, potentially introducing bias. To assess data quality
differences, the average number of failed data quality checks in the original survey was compared between those who completed
the follow-up survey and those who did not complete it after reaching out to the survey administrator.

Data cleaning and merging process

All data cleaning, handling, and analysis were conducted in R version 4.3.1 using RStudio.”? Data cleaning and initial quality
assessments focused on identifying discrepancies, including missing participant IDs, duplicate entries, and incorrect survey
completion codes. These inconsistencies, combined with extensive fraud, made a straightforward merge between datasets
impossible. Survey outputs were examined to align participant IDs, survey completion codes, and email confirmation codes used
to link the original survey data with the follow-up survey response data. A frequency table was generated to detect duplicate IDs,
while other inconsistencies were resolved through manual validation and recoding only when necessary. Email communications
were referenced to match records in cases where participant IDs and survey completion codes were missing or incorrect.

Five datasets were imported into RStudio and merged for analysis:

A. Part one of the original survey output (inclusion criteria screening survey)

B. Part two of the original survey output (primary survey)

C. An MTurk file linking each participant to a submission in the original survey, including each Amazon Mechanical Turk
participant’s unique identifier and their corresponding survey completion code

D. A file containing messages from participants who contacted the survey administrator

E. The follow-up demographic verification survey output

Preparation for analysis involved a series of merges, using both inner and outer joins, to integrate all relevant data into a single
dataset (Figure 1). First, part one (A) and part two (B) of the original survey output were merged, then linked to MTurk records
(C). Duplicated responses were removed, producing a cleaned dataset of unique responses from the original survey. Next,
messages from participants who contacted the survey administrator (D) were merged with the follow-up survey responses (E),
matching individuals who had reached out to the survey administrator with their follow-up data. Finally, the follow-up survey
dataset (D & E) was merged with the cleaned original survey and MTurk records (A, B, & C), creating a single dataset (n = 28)
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with unique identifiers. The final dataset was used to validate participant demographics between the original and follow-up survey
responses, confirming whether respondents reported the same residential ZIP code, birth year, and email address.

A B
Onginal Survey | |Original Survey
Part One Part Two
(n= 5614) (n= 1848)
Survey ID Survey ID
C A&B D E
MTusk Linking File (n= 5836) Original Survey Output (n= 5627) Contact Messages File (n= 32) Follow-up Survey Output (n= 19)
Participant ID Participant ID
Participant ID Survey Code Survey Code Survey Code
Survey Code Email Address Email Address Email Address
Email Code Email Code
AB,&C D&E
Linked MTurk Information and Survey Output (n= 5836) Follow-up Survey Output and Email Contact Data (n= 28)
Outer jomn based on Sun‘ey Code Left join based on Pa rtu‘ipnm ID and Email Address
Includes all entries from both datasets Prioritizing rows from Email Information

AB,C,D &E
Final Merged Dataset (n = 28)
Left join based on Participant ID

Prioritizing rows from Email and Follow-up Merge

Figure 1. Merging steps. Five datasets combined into a single file for analysis.

Statistical analysis

Descriptive statistics were calculated to summarize demographic consistency checks and original survey quality check failures.
Deidentified patterns were visualized to summarize trends observed after the merging process. The mean number of failed
embedded data quality checks in the original survey was used as an indicator of data quality and was compared between
participants who completed the follow-up survey and those who did not. Histograms of residuals, QQ-plots, and a Shapiro-Wilk
test were used to assess the normality of the distribution of counts of failed data quality checks from the original survey for
participants who completed the follow-up survey and those who did not. Mean and median counts of failed data quality checks
were also compared to assess potential differences between the groups. A Mann-Whitney U test was conducted to determine
whether there was a statistically significant difference in the distribution of the number of failed data quality checks between
participants who completed the follow-up and those who did not. Finally, summary statistics were used to evaluate the
effectiveness of the original survey’s 35 individual data quality checks, which were designed a priori to identify the most effective
checks.

RESULTS

Demographic comparison

After removing duplicates, a total of 28 emails were sent to the survey administrator. The demographic verification survey was
sent to all 28 participants, of whom 53.6% completed the follow-up survey. Among those who completed the follow-up, only
minimal demographic discrepancies were observed. Specifically, there was one ZIP code, two birth year, and two email
inconsistencies between the original survey and the follow-up survey. Although these inconsistencies raise slight concerns about
data reliability from this group, the issues were minor compared to the discrepancies observed among participants who did not
complete the follow-up survey. Demographic consistency validation revealed that participants who completed the follow-up
survey (n = 15) showed consistency across ZIP codes, birth years, and email addresses, whereas participants who did not
complete the follow-up survey (n = 13) demonstrated substantial email inconsistencies (Table 1).

Consistency Check Completed follow-up (n = 15) Did not Complete follow-up (n = 13)
ZIP Code 14/15 (93.3%) —
Birth Year 13/15 (86.7%) —
Email 13/15 (86.7%) 3/13 (23.1%)

Table 1. Demographic consistency across participants who completed and did not complete the follow-up survey. For
participants who completed the follow-up survey, demographic consistency was assessed by comparing the ZIP Code, birth year,
and email reported in the follow-up survey with those in the original survey. For participants who did not complete the follow-up,
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Among patticipants who did not complete the follow-up sutvey (n = 13), 76.9% demonstrated email inconsistencies (Table 1),
including six respondents who wete all linked to a single email address across six separate MTurk worker accounts (Table 2). This
pattern suggests that one individual may have taken the survey multiple times under different identities, with the time-delayed
verification introducing recall challenges that reduced the consistency of fraudulent responses.

Participant (n = 13)

Contact Email

Original Survey Email

Email Consistency?

Participant ID 1
Participant ID 2
Participant ID 3
Participant ID 4
Participant ID 5
Participant ID 6
Participant ID 7
Participant ID 8
Participant ID 9
Participant ID 10
Participant ID 11
Participant ID 12
Participant ID 13

Contact-A@example.com
Contact-B@example.com
Contact-C@example.com
Contact-D@example.com
Contact-E@example.com
Contact-F@example.com
Contact-G@example.com
Contact-H@example.com
Contact-I@example.com
Contact-]@example.com
Contact-K@example.com
Contact-L@example.com
Contact-M@example.com

Survey-A@example.com
Survey-A@example.com
Survey-A@example.com
Survey-A@example.com
Survey-A@example.com
Survey-A@example.com
Survey-B@example.com
Survey-C@example.com
Survey-D@example.com
Survey-E@example.com
Contact-K@example.com
Contact-L@example.com
Contact-M@example.com

CAULUX X X %X X X X X X %

Table 2. Email inconsistencies among those who did not complete the follow-up survey (n = 13). v indicates that the contact email

used to reach the survey administrator matched the email provided in the original survey. ¥ indicates a mismatch between the contact email
and the original survey email. The bolded example email (e.g., Survey-A@example.com) was used across multiple unique participant
accounts.

Descriptive analysis

To assess whether there were observable differences in data quality, the counts of failed data quality checks from the original
survey were compared between participants who completed the follow-up survey and those who did not. Participants who did not
complete the follow-up survey had higher mean and median counts of failed data quality checks in the original survey (mean =
5.9, SE = .84, median = 6), compared to those who did complete the follow-up survey (mean = 4.0, SE = 1.03, median = 2.5).
Normality assessments indicated a violation of normality in the group that completed the follow-up survey (W = 0.797, p =
0.005). Given the violation of normality and the small sample size, non-parametric measures were used to compare the counts of
failed data quality checks in the original survey between participants who completed the follow-up survey and those who did not.
The Mann-Whitney U test found no significant difference in failed quality checks between groups (U = 125, p = 0.101). Given
the small sample size of this study, the analysis was underpowered, limiting the ability to detect group differences. However,
higher counts of failed data quality checks among those who did not complete the follow-up suggest a trend of poorer data
quality, while clustering of high-quality check failures among some participants that completed the follow-up survey demonstrates
that layered detection approaches remain necessary (Figure 2).

Reject Counts by Follow-up Completion Status
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Figure 2. Side-by-side boxplot of failed data quality checks in the original survey.
Comparisons are made between follow-up survey non-completion and completion groups.
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Effectiveness of specific data quality checks

A deeper analysis of the 28 follow-up participants revealed that certain data quality checks were more effective at identifying poor
data quality in the original survey. Among these, half of the responses failed data quality checks due to email-related issues.
Specifically, seven participants had different email confirmation codes reported than the one sent to them, and seven had
duplicated email addresses used across multiple submissions. An additional six cases involved the participants’ provided age not
matching the provided year born with a two-year margin of error. Another six responses failed checks because the first seven
words of one open-ended question regarding ankle function were identical to those in another response. Additionally, 14 different
cases failed the same seven word similarity check for a separate open-ended question about honesty. Both open-ended checks
failed participants whose answers matched text from other responses in the original survey. These counts of failed data quality
checks for similarity detection suggest that some participants may have copied text from other responses or reused their answers
across multiple entries.

Eight respondents provided a residential ZIP code that was inconsistent with their reported state of residence. In logical
comparison data quality control checks, five failed checks related to task difficulty (e.g., reporting that getting out of a tub was
more difficult than running a marathon). Twelve respondents failed checks for incorrectly identifying how they received the
original survey. Although all participants were recruited through MTurk, they selected options such as Facebook, Instagram, or
word of mouth instead of the correct answer, “Other.” Additionally, four respondents failed a response strategy check for
selecting “careless” or “inattentive” when asked to indicate their strategy for responding to the sutvey when they should have
selected “Other.” Table 3 summarizes the number of respondents that failed each data quality check out of the total sample of
28.

Data Quality Check Number of Failed Data Quality Checks Percentage of Participants with Failed
Checks (n = 28)
Open-ended honesty similarity checks 14 50%
Sutvey recruitment method check 12 42.8%
State vs ZIP Code check 8 28.6%

Email code check 7 25%
Duplicate email check 7 25%
Age check 6 21.4%
Open-ended ankle similarity check 6 21.4%
5 17.9%
Response strategy check 4 14.3%

Tub and marathon check

Table 3. Counts and percentages of respondents failing data quality checks (n = 28).

DISCUSSION

Among those who contacted the survey administrator, similarity detection in open-ended responses proved to be the most
effective in identifying poor data quality. Participants who did not complete the follow-up survey showed higher reject counts
compared to those who did. While this finding was not statistically significant, results indicate a practically meaningful trend that
may extend to other online survey platforms, suggesting that participants who avoid verification steps may disproportionately
contribute to fraudulent or low-quality data. Replicating findings in a larger sample size would provide the statistical power needed
to detect group differences and better evaluate whether the descriptive trend reflects both a practical and statistically significant
effect.

Although these findings were observed in MTurk data, concerns about inattentive or fraudulent participation are not exclusive to
this platform, and there is no clear consensus on which platform produces the best data. While some studies suggest that Prolific
produces higher-quality data than MTurk or Qualtrics,% 8 no platform is immune to fraud or poor-quality responses, making
verification methods, such as follow-up demographic checks, a solution that can be applied regardless of the platform. One way
to scale this approach is to make completion of a delayed time follow-up demographic verification survey a condition for
receiving incentives in any study conducted through online survey platforms.

Age and ZIP code consistency could not be fully validated for participants who did not complete the follow-up survey. Analysis
was restricted to comparing contact emails with emails from the original survey, limiting the ability to assess fraudulent behavior
entirely. This limitation also serves as a key finding, as the high rate of non-response may itself indicate intentional avoidance of
verification when dishonest participants are presented with verification before receiving incentives. The follow-up survey was sent
after the original survey in response to participant contact, allowing those who did not complete it to opt out of the verification
process. This self-selected follow-up group should be interpreted with caution, given the potential for selection bias. Finally,
because this study was conducted exclusively on MTurk with a small, nonrandom sample, findings may not be generalizable to
other online survey platforms or broader populations.
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The follow-up survey enabled the identification of demographic inconsistencies, allowing for the detection of potential fraudulent
and dishonest participation. Notably, many of those who did not complete the follow-up survey exhibited suspicious behavior,
with nearly half having multiple MTurk participant accounts linked to a single email within the original survey. This supports and
expands on other research that examined the use of follow-up surveys as a secondary point of contact, such as demographic
verification, as a method to validate participant identity, detect fraud, and reduce fraudulent participation. 15 The results of this
study demonstrate how such methods can identify similar deliberate attempts at providing dishonest information, as reported
demographic information such as ZIP code, year of birth, or email address should not change in delayed short-term follow-up
requests.

Researchers can implement similar follow-up verification procedures within their study planning to serve as an additional fraud
detection mechanism after the completion of primary data collection, allowing for a delayed evaluation of respondent legitimacy.
This approach is a valuable protective measure for researchers in managing incentive distribution efficiently, as verification prior
to payout can reduce unnecessary costs associated with fraudulent claims. This study demonstrates how even non-expert
researchers can adopt manual follow-up procedures to detect fraud.

Automation could streamline verification by flagging inconsistent demographic responses, eliminating the need for manual data
cleaning. Future research could explore the use of machine learning techniques to automate the detection of repeated responses in
open-ended questions. This would improve scalability and reduce manual labor in larger datasets. By incorporating follow-up
verification surveys into the research design, investigators can improve data quality while reducing fraudulent claims that exploit
survey incentives. As fraud detection methods continue to evolve, integrating multi-layered verification strategies will be essential
for maintaining data integrity in online research.

CONCLUSIONS

High-quality data collection through online survey platforms continues to be a challenge, as incentives can increase vulnerability
to fraudulent exploitation. When researchers lack a defined sampling frame and are unable to verify participant identity at
baseline, a common limitation in online data collection, linking incentives to a follow-up verification step provides a practical and
scalable strategy to reduce fraud and preserve data quality. As fraud tactics continue to evolve alongside advancements in artificial
intelligence, verification measures should adapt in parallel. This study confirmed that a single individual attempted to manipulate
the incentive system by contacting the research team under multiple participant IDs tied to the same survey email address in the
original survey. This finding highlights the very real risk of deliberate fraud in online data collection platforms. Future large-scale
studies are needed to assess this behavior further and refine follow-up verification as a countermeasure.
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PRESS SUMMARY

Online surveys are a popular tool for researchers but can be vulnerable to fraud. This study investigated whether a short follow-
up survey could help confirm participant identity and improve data quality. Researchers initially conducted an orthopedic survey
on Amazon Mechanical Turk to evaluate data quality on the platform. Participants who reached out to the survey administrator
about compensation were later sent a follow-up survey to verify demographic details. The analysis revealed signs of possible
dishonesty, including one email linked to multiple participant accounts and other inconsistencies. The findings suggest that
follow-up verification surveys can help protect data quality and research budgets.
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