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ABSTRACT
Student-athletes are more likely to develop mental health problems than the general population. In addition to schoolwork, social networks, family ties, and financial obligations, collegiate student-athletes are required to attend practices, travel for games, attend athletic events, and perform extracurricular duties. The addition of possible injury, overtraining, burnout, scrutiny from the public and/or the media, and consistent pressure to perform results in athletes playing through both physical injuries and mental health problems. Despite the high number of athletes who report needing mental health support, fewer than half seek out mental health services. Research has identified stigma as one of the largest barriers to mental health help-seeking behavior (HSB). Help-seeking behavior has rarely been studied in relation to the larger body of work on mental health stigma in sport. The purpose of this study was to observe and describe student-athletes' perceived stigma (e.g., what others think) and personal stigma (e.g., what the individual thinks) in relation to HSB. A sample of n = 20 athletes completed an online Qualtrics Survey, which included Link’s Perceived Discrimination and Devaluation Scale, Mental Health Literacy Scale, Self-Stigma of Seeking Help Scale, Help Seeking Questionnaire, and Student-Athlete Role Behaviors Questionnaire. Results from this study may help develop mental health interventions to improve student-athlete HSB.
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INTRODUCTION
Mental health disorders account for an estimated $800 billion in direct costs and $1.7 trillion in productivity loss globally per year.1 Over 50% of the world’s population will experience a mental health disorder at some point in their lives.1 From 1990 to 2017, the global incidence of depression rose more than 49%.2 The COVID-19 pandemic has only exacerbated mental health problems worldwide.3–4 A population study from 2007 to 2017 found that US college students had a 15% increase in utilization of mental health resources.5 Lifetime diagnoses of depression and suicidal ideation also saw a 14% increase.6 Increased utilization of resources and decreases in stigma are noted as potential reasons for upticks in diagnoses among the general college student population.7 Student-athletes are at greater risk for mental health problems compared to the general population due to a unique series of factors resulting from their athletic status.8–12 Student-athletes are under constant pressure to perform athletically, and a demand for “mental toughness” above all else often results in athletes playing through both physical injuries and mental health problems.13–16 Research shows that while over 54% of Division I (DI) National Collegiate Athletic Association (NCAA) student-athletes have stated a need for mental health support, fewer than half have utilized mental health resources.9

The NCAA lists student-athlete mental health as a main priority in its mission statement.17 In addition to the schoolwork, social networks, family ties, and financial obligations juggled by the average college student, collegiate student-athletes are required to attend practices, travel for games, attend athletic events and perform extracurricular duties.8,11,13 The addition of possible injury, overtraining, burnout, scrutiny from the public and/or the media, and consistent pressure to perform contributes to mental health problems.8,12–13 NCAA recruiting starts before college, meaning young athletes enter into competitive environments often before developing proper coping mechanisms.19 Poor mental health outcomes can result in a stressful environment without assistance from mental health resources.13 Chronic stress can have detrimental effects on brain structure and function, including reductions in hippocampal volume, which are also notable in mental health disorders like anxiety and depression.18–19
Prejudice and discrimination may prevent those labeled with mental health problems from achieving individual-level success and independence, regardless of athletic status. Stereotypes that those with mental health problems are inherently dangerous, incapable, or immoral can lead to discriminatory behaviors, like missed job or educational opportunities and social exclusion. For example, a societal stereotype of individuals with depression might be that they are lazy, have few goals, and are incapable of achieving those goals. This negative judgment of others that can result in social ostracism is called stigma. Prejudice would be believing in these stereotypes (e.g., I agree, people with depression are lazy and I don't want to play on a team with them. They will put forth little effort and we will lose). Such biases can result in discrimination, or actions that prevent social advancement by the afflicted group (e.g., This soccer player has depression, so I will not let them play in games or involve them in team activities). If those in the outcast group learn to believe these stereotypes, they may begin to hold negative views toward themselves that lead to poor self-esteem, self-sabotaging behaviors, or a learned helplessness that can prevent social advancement (e.g., Society sees people with depression as lazy. I agree, people with depression are lazy. I have depression. Therefore, I am lazy and cannot achieve my goals. No one else thinks I can either, so why try?). Negative judgment held toward oneself is termed self-stigma.

“Help-seeking behavior” has become a popular term to describe intentional, planned behavior that involves seeking care from a healthcare service or professional. Utilization of professional and interpersonal connections or resources to address one’s mental health (e.g., counseling, prescribed medication) is defined as mental health help-seeking behavior (HSB). Stigma is regarded as a well-known barrier to seeking mental health services. Student-athletes may avoid HSB for fear of coaches or teammates viewing them as incapable, which could result in lack of playing time and/or social rejection. Even if these fears can be proven false, student-athletes’ consciousness of societal bias towards those with mental health problems can prevent HSB. The beliefs that an individual holds towards those with mental health problems (e.g., People with depression are lazy) is defined as personal stigma. The interpretation of others’ personal stigmas is defined as perceived stigma (e.g., Other people think people with depression are lazy). The internalization of personal and perceived stigmas can result in self-stigma.

It is largely unknown how student-athletes’ perceived stigma compares with the personal stigma of their peers or their own personal stigma in regard to HSB. Results from a previous study comparing perceived and personal stigma found that student-athletes reported greater perceived stigma than personal stigma, and that student-athletes reported greater overall stigma than their non-athlete peers. Student-athletes from a similar study reported less perceived stigma than non-athletes, though neither group differed in terms of HSB. Athletes often cite perceived stigma and low mental health literacy as barriers to HSB. Past studies suggest that perceived benefits of seeking help and self-efficacy, both of which are directly influenced by perceived stigma and low mental health literacy, are important factors of help-seeking. Help-seeking behavior has rarely been studied in relation to the larger body of work on mental health stigma in sport. While Hillard et al. found a negative relationship between student-athletes with greater mental health stigma and likelihood of seeking professional help and another study demonstrated that athletes’ self-stigma was negatively related to HSB, none of the literature found discussed or surveyed relative barriers to HSB in congruence with perceived, personal, and self-levels of stigma in this population.

The purpose of this study was to observe and describe student-athletes’ personal and perceived stigma in relation to HSB (Study 1). Participants completed an online survey that assessed their perceived stigma, personal stigma, self-stigma, present and past HSB, and athlete behaviors, with the goal of comparing perceived and personal stigma. A similarly conducted study from 2019 was analyzed (Study 2). Results from these studies may inform future hypotheses as well as methods to improve HSB among student-athletes. We hypothesize that student-athletes’ perceived stigma will be greater than their personal stigma.

Study 1
METHODS AND PROCEDURES
Participants
Twenty student-athletes (80% female) from a southeastern private university participated in this study between November and April of the 2020-21 academic year. All study participants were White, and sexual orientation was reported as follows: heterosexual (90%), bisexual (10%). The teams most represented were soccer (20%) and either Cross-Country and/or Track-and-Field athletes (25%) (see Supplementary Materials for demographic breakdown by sport). Inclusion criteria were: full-time student status (at least a 12-semester hour course load), between the ages of 18 and 24 years, and self-identified as having participated in NCAA varsity athletics during the past 12 months.

Measures
The Link’s Perceived Discrimination and Devaluation Scale (PDDS) is a 12-item survey that assesses one’s perceived stigma of individuals who have sought psychiatric help for mental health problems. Responses are based on a 5-point Likert-scale, ranging from (1) Totally Agree to (5) Totally Disagree, and scores are added to a total score out of 60. A higher score on the PDDS reflects a greater perception that those with mental health problems will be discriminated against and devalued by the student-athlete peer
group. The PDDS is valid and reliable for student-athlete populations, and previous studies with student-athletes have modified the wording of the subject of the questions to fit the specific peer-group population. Therefore, we employed these modifications. Participants ranked their level of agreement with statements such as, “Most of my fellow student-athletes would willingly accept someone who has received mental health treatment as a close friend.”

The Mental Health Literacy Scale (MHLS) is a 35-item questionnaire that assesses participants’ knowledge, understanding, and stigma attributed to mental health. The total score for the MHLS was determined by summing the scores to a total score out of a possible 175, with a minimum score of 35.

The Self-Stigma of Seeking Help Scale (SSOSH) is a 10-item instrument that assesses participants’ self-stigma and self-esteem related to HSB. Items are measured on a 5-point Likert scale with (1) meaning Strongly Disagree and (5) meaning Strongly Agree. The scale has been found to be reliable and valid. Average responses to each item were averaged among all participants, where a higher score out of 5 indicated greater self-stigma.

A modified version of the 18-item Help-Seeking Questionnaire (HSQ) was used to assess participants’ likelihood to seek help for a mental health problem, as well as any past help-seeking behaviors. The first five questions assess participant’s likelihood to seek help from a mental health professional, using a 7-point Likert-scale, ranging from (1) Worthless to (7) Valuable, (1) Unpleasant to (7) Pleasant (Item 1 only), (1) Should Not to (7) Should (Item 2), (1) Disapprove or (7) Approve (Item 3), or (1) No Control to (7) Total Control (Item 4). Questions 6 and 7 ask if and when the participant has ever received a mental health diagnosis. The remaining 11 questions require participants to reflect on any past experiences with mental health problems and related help-seeking behaviors they have exhibited. If they have received help in one area, participants are then asked to reveal who prompted them to seek out that resource (themselves, a loved one, or someone else), and to rank how helpful the resource was for their mental health.

The HSQ was scored by summing the responses to the first 5 questions to a total out of 35. The diagnosis questions were reported in the demographics table (see Supplementary Materials). For the third section of the HSQ, participant responses were assigned numerical values based on whether they had (1) or had not (0) used a particular resource. The reported average use for each mental health resource was the result of the proportion of those who stated that they had ever used the resource, out of the total number of participants who answered that question. Those proportions were averaged to get a total score for overall use of all mental health resources.

The Student-Athlete Role Behaviors Questionnaire (SRBQ) is an 8-item self-report instrument built to assess the behaviors associated with being a student-athlete (Lopez, 2008). Questions in this survey consider factors that have been shown to relate to depression, such as time commitment, destructive behaviors, performance potential, and roles. Items were scaled using a 7-point Likert scale ranging from (1) Never to (7) Always (Items 1 and 2) or from (1) Strongly Disagree to (7) Strongly Agree (Items 3 through 8). Answers were summed out of a possible 56.

The Feasibility Questionnaire is an ad-hoc, 5-item self-report instrument that assesses participant responses to questions about: difficulty completing the survey, pleasure experienced from completing the survey, and likelihood of suggesting or passing the survey along to another person. Participants select an answer choice on a 6-point Likert scale ranging from (1) Strongly Disagree to (2) Strongly Agree. Total scores were averaged and will be considered when refining the study design for a follow-up or future experiment.

Procedures
An interest email with a description of the study and link to the online screening survey was sent to all student-athletes. Participant names and emails were gathered from the roster lists for each team listed on the publicly available University Athletics website (https://elonphoenix.com/). Those interested in the study were asked to complete a screening survey to determine eligibility. The study protocol was approved by the Institutional Review Board of Elon University (Elon, NC).

Eligible participants were sent an email with a unique ID number, as well as a link to the online Informed Consent and Official Student-Athlete Mental Health Qualtrics Survey (Qualtrics, Provo, UT and Seattle, WA). After signing consent, participants completed an approximately 25–30-minute Qualtrics Survey (Qualtrics, Provo, UT and Seattle, WA), which included a Demographic Survey, PDDS, MHLS, SSOSH, HSQ, SRBQ, and a Feasibility Survey. All survey responses were collected and stored in a Qualtrics account (Qualtrics, Provo, UT, and Seattle, WA). Participants received a link to the project poster presentation after the study was completed.
RESULTS

Table 1 shows the summed average scores for all measures. After summing the individual responses across all of the PDDS questions, Study 1 participants had a total perceived stigma rating of $38.60 \pm 3.86$. Average response values to individual items revealed that most participants selected mainly 4 or 5 on a 5-point Likert scale. For example, student-athletes in Study 1 averaged 4.70, indicating that participants Totally Disagree with the statement, “most of my fellow student-athletes would willingly accept someone who has received mental health treatment as a close friend” (see Supplementary Materials).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Study 1 M (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived stigma (PDDS)</td>
<td>38.60 ± 3.86</td>
</tr>
<tr>
<td>Personal stigma (MHLS)</td>
<td>107.05 ± 9.09</td>
</tr>
<tr>
<td>Self-stigma (SSOSH)</td>
<td>3.20 ± 0.79</td>
</tr>
<tr>
<td>Likelihood to seek help (HSQ)</td>
<td>12.95 ± 2.86</td>
</tr>
<tr>
<td>Overall Use of MH Resources (HSQ)</td>
<td>0.32 ± 0.33</td>
</tr>
<tr>
<td>Student-athlete behavior (SRBQ)</td>
<td>27.35 ± 7.41</td>
</tr>
<tr>
<td>Satisfaction with survey (Feasibility)</td>
<td>23.95 ± 4.10</td>
</tr>
</tbody>
</table>

Table 1. Summed averages and standard deviations for PDDS, MHLS, SSOSH, HSQ, SRBQ, and Feasibility questionnaires.

Study 1 participants’ MHLS score was around 107.05 ± 9.09. There were four section themes for the MHLS, including two sections for personal stigma. One section gave a score for personal beliefs about mental health and those with mental health problems. The average score for this section was 38.75 ± 4.08 out of a potential 45. The other section gave a score for an individual’s willingness to interact with those who have a mental health problem. The average score for this section was 30.70 ± 4.67 out of a potential 35.

Based on the magnitude of response values to individual items on the PDDS compared with the MHLS, Study 1 participants were determined to have greater perceived stigma than personal stigma.

The total average SSOSH score for Study 1 was 3.20 ± 0.79.

The average participant score for Study 1 participants on the first 5 items of the HSQ was 12.95 ± 2.86. About 35% of Study 1 participants reported a prior mental health diagnosis in the demographics questionnaire. The average use of all resources for Study 1 participants was 0.32 ± 0.33, with the most used resources being “Individual Therapy/Counseling” (0.91) and “Medication from your Primary Care Physician” (0.64). Of those who endorsed seeking help, the most common stakeholders were either “my loved ones” or themselves (“I did”). NCAA Division I student-athletes reflected low perceived value, pleasantness, social approval, and level of control over their prospective HSB.

The total average SRBQ score for Study 1 participants was 27.35 ± 7.41. At least half of participants reported in the SRBQ feeling as though involvement in collegiate athletics takes away from their free time, academic potential, and causes suffering in other areas of life. About three-quarters of participants (0.75) Agree or Strongly Agree to engaging in self-destructive behaviors like binge-drinking, drug use, physical or verbal altercations, self-mutilation, or cutting to cope with their emotions (Question 5). It is important to note that specific modalities of self-destructive behaviors participated in were not identified through this survey.
Around half of the participants reported that they either Somewhat Agreed, Agreed, or Strongly Agreed that they could hide having a mental health problem from their coaches and teammates (Question 8).

Study 2

METHODS AND PROCEDURES

Participants

PDDS and HSQ data from 54 student-athletes (83% female) was collected from the same private university in 2019. The majority of participants were White (83%), Black/African American (5%), and mixed race (12%) (see Supplementary Materials for detailed breakdown). Sexual orientation was: heterosexual (91%), bisexual (6%), homosexual (4%), other (2%). Approximately 28% of Study 2 participants were soccer athletes, while 19% of players reported being from “other” sports (see Supplementary Materials for demographic breakdown by sport). This unpublished dataset had a similar demographic makeup to Study 1 and could reduce the chance of bias within our results.

Measures

The only measures from Study 2 discussed in this paper were the PDDS and HSQ (see Study 1 Measures).

Procedures

A single email with a link to a Qualtrics survey was sent to all student-athletes at the university. Only the PDDS and HSQ are described in this paper. It should be noted that the PDDS used in Study 2 maintained the “Most people” phrasing of the original questionnaire.38

RESULTS

Table 2 shows Study 2 summed average scores for PDDS and HSQ. Study 2 participants had a total perceived stigma rating of 40.81 ± 2.76. The average participant score for Study 2 participants on the first 5 items of the HSQ was 19.52 ± 2.58. The HSQ used in Study 2 did not include mental health diagnosis questions, but demographics revealed that at least 41% participants had received a previous mental health diagnosis. Study 2 participants’ average use of all resources was 0.15 ± 0.20, with the most used resources being “Individual Therapy/Counseling” (0.51) and “Consulting Family/Friends” (0.49).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Study 2 M (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived stigma (PDDS)</td>
<td>40.81 ± 2.76</td>
</tr>
<tr>
<td>Likelihood to seek help (HSQ)</td>
<td>19.52 ± 2.58</td>
</tr>
<tr>
<td>Overall Use of MH Resources (HSQ)</td>
<td>0.15 ± 0.20</td>
</tr>
</tbody>
</table>

Table 2. Summed averages and standard deviations for PDDS and HSQ.

DISCUSSION

The purpose of this study was to describe athletes’ perceived stigma and personal stigma in relation to HSB. NCAA Division I student-athletes demonstrated higher levels of perceived stigma than personal stigma, about average mental health literacy, high self-stigma, and low HSB. No notable differences were found between those with or without reported mental health diagnoses in either dataset, amongst all questionnaires. Our results strongly reflect the current literature. It would make sense that our student-athlete population would avoid HSB if they believe that being open about mental health problems will lead to rejection from their peers, as indicated by high perceived stigma scores.

A previous study found a strong relationship between student-athlete role behavior and outward expression of depression.35 Results noted that student-athletes were likely to reject treatment, express low perceived need to change, and low motivation to seek help.35 It is concerning that the majority of Study 1 athletes regularly engage in “self-destructive” behaviors, including binge-drinking, drug use, physical or verbal altercations, self-mutilation, or cutting. Self-destructive behaviors are often coping mechanisms for poor mental health but may not be indicative of a diagnosable mental health problem.3, 36 Since the survey generalizes self-destructive behaviors, it is unclear specifically what type(s) of self-harm is being done.

Sullivan et al. discovered that the average MHLS score for athletic staff resembled that of student-athletes at around 131.48, which was deemed “poor.”37 Study 1 student-athletes scored lower than this norm (107.05), and by that standard demonstrated...
poor mental health literacy. Though the MHLS has no official ranking system, Study 1 student-athletes scored above the minimum 35 score on the MHLS and just greater than the mean score, suggesting about average or slightly above average mental health literacy. More work needs to be done to eliminate discrepancies in scaling the MHLS, specifically in student-athlete populations. Higher mental health literacy is related to greater HSB, so Study 1 student-athletes may demonstrate lower intentions to seek help, as reflected in the HSQ results. Despite lower mental health literacy, it is encouraging that Study 1 student-athletes scored over 30.70 ± 4.67 out of 35 on the MHLS sections referencing personal stigma. As supported by the SSOSH data, more often than not, NCAA Division I student-athletes hold greater self-stigma around HSB. Players that are more accepting of those with mental health problems (e.g., have low personal stigma) may be able to reduce the level of fear surrounding HSB.

Literature has found that, besides direct family members, student-athletes are more likely to partake in HSB if referred by a coach than a teammate or peer. As student-athletes are less likely to interact with family on a daily basis compared with coaches or teammates, coach attitudes toward mental health are extremely influential for student-athletes. The fact that athletes feel capable of hiding mental health problems from team members may be explained by a combination of factors like stigma, poor team cohesion or relationships, player family history and culture, and perceived coach attitudes. Though few studies have explored nondisclosure in terms of mental health, recent research on concussion symptom reporting demonstrated that greater concussion knowledge was associated with greater nondisclosure, and that student-athletes were less likely to report symptoms in high-stakes situations. Similar contexts may influence the desire for athletes to disclose symptoms of mental health problems. Future hypotheses could test athlete-stakeholder relationships.

We limited our study to focus on student-athletes alone and did not include coaches, athletic trainers, and other stakeholders. Improving coach mental health literacy, awareness of student-athletes' perceptions of HSB, and communication with players may be important steps in improving athletes’ HSB. Given that student-athletes endorse HSB when referred by family or themselves on the HSQ and they are likely to spend most hours with coaches and teammates, next steps should involve coach-athlete interventions that aim to improve mental health literacy, reduce stigma, and generally improve HSB. Successful mental health interventions have incorporated knowledge and self-efficacy training with both athletes and training staff to boost mental health awareness. A recent study that put athletes, coaches, and team captains through mental health training with a focus on social support and coping resulted in improved athletic coping skills and reduced anxiety amongst players. Studies using brief educational presentations have gotten positive feedback from athletes. While not all interventions yielded significant increases in immediate help-seeking attitudes and behavior relative to controls, greater increases in HSB could be found post-intervention. Generally, student-athletes are more likely to seek help for a mental health problem after participating in mental health literacy and HSB interventions.

This was an exploratory study where exclusion criteria were kept minimal to allow for as large a sample size as possible. Because the Study 1 sample size was demographically homogeneous and small (n = 20), there was not enough power in the sample to justify statistical tests that would explore differences between variables, both in Studies 1 and 2. For this reason, we did not control for mental health diagnoses during statistical analysis. This study should be repeated with a larger, more representative sample. For example, after scoring the PDDS and HSQ from both studies, it appears that student-athletes from Study 2 demonstrate lower levels of perceived stigma (PDDS) and a higher HSB (HSQ). Without data to confirm, we theorize that these discrepancies may be attributed to any of the following factors: sample size, the time at which the participants took the assessment (e.g., pre- vs. mid-pandemic), and demographic differences.

Another limitation to combining datasets was the timing at which each survey was conducted. Study 1 was open between October of 2020 and April of 2021. This overlapped with the COVID-19 global pandemic, in which the majority of university operations were conducted virtually, and many varsity sports were interrupted or altered. Study 2 took place in 2019, before the pandemic. The COVID-19 pandemic is a global event which has placed varying degrees of stress on all individuals and has increased the mental health burden worldwide. It is possible that the responses given by Study 1 student-athletes were influenced by their experiences while living through a global pandemic.

CONCLUSIONS
This pilot study investigated differences in personal and perceived stigma in NCAA Division I student-athletes in relation to HSB. Student-athletes exhibited higher levels of perceived stigma than personal stigma, about average mental health literacy, high self-stigma, and low HSB. Despite reporting less personal stigma, student-athletes expressed little desire to seek help for their own mental health. Future studies could examine which type(s) of stigma contribute most significantly to HSB. Our results strongly reflect the current literature, which may inform future mental health interventions geared toward lowering stigma and increasing mental health literacy.
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PRESS SUMMARY

Student-athletes are more likely to develop mental health problems than the general population. Pressure to perform results in athletes playing through both physical injuries and mental health problems. Despite the high number of athletes who report needing mental health support, fewer than half seek out mental health services. Research has identified stigma as one of the largest barriers to mental health help-seeking behavior (HSB). Though stigma has been discussed in sports culture, few studies have focused on how different types of stigmas relate to HSB in student-athletes. The purpose of this study was to observe and describe student-athletes’ perceived stigma (e.g., what others think) and personal stigma (e.g., what the individual thinks) in relation to HSB. N=20 athletes completed an online Qualtrics Survey, which included Link’s Perceived Discrimination and Devaluation Scale, Mental Health Literacy Scale, Self-Stigma of Seeking Help Scale, Help Seeking Questionnaire, and Student-Athlete Role Behaviors Questionnaire. Results from this study may help develop mental health interventions to improve mental health HSB among student-athletes.
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ABSTRACT
Storm surge is the most dangerous component of landfalling tropical cyclones (TCs). The growing coastal population highlights the importance of research regarding the atmospheric and geographic factors influencing the maximum storm surge height (MSSH). To date, few studies have investigated the influence of coastline concavity. Here, we investigate the hypothesis that TCs making landfall on a concave coastline will have a higher MSSH than TCs making landfall on a convex coastline. The Colorado State University extended best track dataset includes the radius of 34 kt winds (R34), landfall minimum mean sea level pressure (MSLP), landfall maximum sustained winds, and forward speed of TCs. The storm surge database for the US Gulf Coast provides the location and MSSH for TCs impacting the U.S. Gulf Coast. From this, eleven TCs that meet specific criteria and represent the larger population of Atlantic TCs are selected. The adjusted degree of coastline concavity (ADoC) is calculated for each TC using the law of cosines and 50, 100, and 200 km radius buffers around the point of MSSH. A Mann Whitney U test does not indicate any significant differences between the mean MSSH of TCs making landfall on each coastline type. Additionally, results from a simple linear regression F-test suggest that none of the included parameters have a significant influence on MSSH despite the findings of previous research. Still, the Spearman’s Rho correlation values suggest a weak positive relationship between the ADoC and MSSH. This relationship is significant at the 100 and 200 km buffers, which is consistent with the hypothesis. Results are limited by the small sample size. Future research should use a larger dataset and investigate how each individual storm characteristic affects MSSH.
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INTRODUCTION
With the increasing urbanization of coastal areas, the importance of local economies, and the growing number of people living near the ocean, research concerning coastal influences on storm surge is critical to developing effective coastal management, disaster preparedness, and resilience plans. The population density in counties along the U.S. Gulf Coast has grown by 32% since 1990.¹ Therefore, research focused on identifying locations of greater storm surge risk would allow emergency managers to formulate plans to expedite evacuation procedures for a growing population. For example, prior to the landfall of Hurricane Katrina (2005), many residents became stranded on evacuation routes due to the sheer number of people attempting to leave New Orleans at the same time.² This issue only contributed to the natural and social disaster that was Hurricane Katrina. Effective evacuation plans could streamline the evacuation process and decrease the amount of overcrowding on evacuation routes, allowing people to exit the area faster. Further knowledge of storm surge and the interactions between the coastline and maximum storm surge height (MSSH) has the potential to save lives.

Storm surge is often the most threatening and powerful component of landfalling tropical cyclones (TCs).³ It can quickly reshape coastlines and destroy coastal habitats for both people and wildlife.⁴ While TCs are ranked based on wind speed using the Saffir-Simpson Scale, storm surge is historically more destructive and deadly than wind. Storm surge height was once included in this scale but it was recently disassociated with the scale after events such as Hurricane Katrina (2005) and Hurricane Ike (2008) produced storm surges much higher than expected given the categorical rating of the storm at landfall.⁴

Numerous factors influence storm surge including the size and intensity (central barometric pressure) of a TC, the forward speed and angle at which the storm approaches the coastline, and the shape and size of the coastline and continental shelf.⁵⁻¹⁰ The landfall maximum sustained winds, intensity, and size of a TC directly affect the storm surge height.¹¹ Sebastian et al. (2019) note that storm surge height on a concave coastline is dependent on the rate at which the water moves into the angled coast.³ A fast-moving, intense TC with a high wind speed will result in a larger storm surge on open coasts due to a greater amount of water...
pushed into the coastline by the wind and forward motion of the TC. However, a slow-moving TC causes water to be pushed into an enclosed coast for a longer time, which can result in a larger storm surge in these areas. Additionally, a larger TC will have a higher storm surge because strong winds are affecting a larger area of water, forcing a greater volume of water into the coast. The approach angle of a TC also impacts storm surge height. Winds perpendicular to the coast at landfall have the most effect on storm surge. This means TCs approaching from the south or southeast are more likely to have a greater storm surge due only to the orientation of the winds to the coastline. Conversely, Rogers and Davis (1993) show that TCs approaching the northern Gulf coast from the southeast will likely weaken more quickly, and therefore have a smaller storm surge. More recent research shows that TCs tend to intensify as they approach land under favorable environmental circumstances. Intensification near landfall could also contribute to a greater storm surge since more intense TCs tend to produce larger storm surges. Sebastian et al. (2019) argue that the storm surge will be higher on a concave coastline due to the “convergence of energy and accumulation of a large volume of water into the coast” and will peak before landfall. For example, Hope et al. (2013) note that Hurricane Ike produced a maximum surge in Chambers County, Texas, due to the county’s coastline shape, bathymetry, and approach angle of the storm. The northwest approach track and great size of Hurricane Ike combined with the gentle sloping continental shelf and concave coastline of this part of the Texas coast contributed to the production of a storm surge higher than expected given a category 2 ranking at landfall.

Despite the more well-understood relationships described above, the characteristics of a TC and coastline often interact with each other and affect the storm surge height. Rogers and Davis (1993) show that TCs approaching a concave coastline experience a lower land-to-water ratio and, therefore, a faster pressure rise and subsequent weakening. This could possibly result in a smaller storm surge despite the concave shape of the coastline. More recent research by Hope et al. (2013) and Sebastian et al. (2019) suggests otherwise. Additionally, Lok (2021) show that smaller TCs are more likely to intensify near landfall, and a more intense storm can result in a greater storm surge. The intensification of TCs near the coastline can be linked to enhanced coastal downwelling. Coastal downwelling keeps ocean waters warm near the coastline, which enhances convection and drives intensification despite the interaction of vertical wind shear and dry air near landfall. This suggests that other factors, such as the curvature of the coastline, may affect the storm surge height.

This research will address the following question: Is there a relationship between the shape of the coastline (concave, convex) and the maximum height of storm surge in those areas? If so, do concave coastlines experience a higher storm surge than convex coastlines? Due to the claim by Sebastian et al. (2019) that concave coastlines experience an accumulation of water and energy, we expect that storms making landfall on a concave coastline will have a higher maximum surge height than storms making landfall on a convex coastline.

METHODS AND PROCEDURES
The SURGEDAT dataset for landfalling TCs along the United States Gulf Coast, provided by Needham and Keim (2012), is the primary database in this study. This dataset provides the height of the maximum storm surge in meters and location of maximum storm surge in latitude/longitude coordinates via measurements taken inside flooded buildings to minimize the effect of waves. The astronomical tide level as well as the influence of waves is removed from the reported MSSH for all events included in Needham and Keim (2012). The storm surge events in Needham and Keim (2012) also have an associated confidence level (1-5) based on the type and credibility of the source reporting the MSSH. A confidence level of 1 corresponds to low confidence and is used for events where there is only one information source from within 50 km of the location of maximum storm surge or when there are significant contradictions between sources. Conversely, a confidence level of 5 means the MSSH is supported by at least two credible sources and multiple tide gauges in the surrounding area. Figure 1 shows the distribution of storm surge heights across the Gulf Coast for the eleven storms included in the study.
This research focuses on TCs with a storm surge greater than 2 meters and a ranking of category 1 (64 knots) or higher on the Saffir-Simpson Hurricane Wind Scale. TCs in this study have landfall wind speeds between 75 and 125 knots, centered at 100 knots. Additionally, for a storm to be included in the analysis, it must meet the following criteria. First, the MSSH measurement must have a confidence level of 3 or higher (moderate to very high confidence). This means the MSSH must be validated by at least one credible source that is not contradicted by any other source. Additionally, Drake (2012) classifies TCs with R34 measurements between 126 and 174 nautical miles as “medium” size. Therefore, TCs in this study must have an R34 measurement between 100 and 200 nautical miles with the distribution centered around 150 nautical miles. Based on data from the HURDAT2 dataset, the average MSLP for TCs in the Atlantic basin occurring between 1988 and 2012 is 955 hPa. The TCs in this study have an average landfall MSLP of 950 hPa. Based on data from the National Oceanic and Atmospheric Administration (NOAA), the forward speed of TCs between 5 and 30 degrees north latitude is between 10-14 mph. The average forward speed for TCs in this study is 12 mph. Lastly, all TCs in this study make landfall along the northern Gulf coast so the angle of incidence with the coastline is visually between 60 to 120 degrees and all TCs have a northerly component to the forward motion. Specific measurement of the angle of approach is outside the scope of this research, which focuses on the coastline curvature, though it should be considered in future work.

The extended best track database, obtained from Colorado State University and described in Demuth (2006), is used to determine the landfall wind speed, pressure, and radius of 34-knot winds (R34) for each storm. Additional specific statistics on individual storms are obtained from local National Weather Service websites and the National Hurricane Center website. Since the sample of TCs in this research is centered around a medium size and average pressure and forward speed, these storms generally reflect the larger distribution of all hurricanes in the Atlantic basin. Summary statistics, including the mean and median for each storm attribute are shown in Table 1.
After selecting storms that meet the criteria listed above, we map the coordinates and determine the degree of concavity of the surrounding coastline. The NOAA Shoreline Website (NOAA 2000, 2008, 2013) provides the shapefile containing the coastline mapping data for the United States. The shoreline dataset is created using NOAA nautical charts and the mean high water tidal datum. The shapefile has an average scale of 1:70,000.4 This file is clipped to focus only on the Gulf Coast and later to locations surrounding each maximum storm surge point.

In their research concerning the SURGEDAT database, Needham and Keim (2012) include tables with storm surge heights for numerous systems.4 This database defines the spatial domain of this study as the United States Gulf Coast. The Gulf Coast provides a similar bathymetric profile at nearly all landfall locations,6,39,40 thus eliminating one major influence on storm surge height and making it an ideal location to compare the storm surge height of different storms. The amount of available data included in this dataset and in the extended best track database restricts the temporal domain to events occurring between 1988 and 2012.4,19

<table>
<thead>
<tr>
<th>Storm Name</th>
<th>R34 (nautical miles)</th>
<th>Landfall Minimum MSLP (hPa)</th>
<th>Landfall Maximum Sustained Winds (kts)</th>
<th>Forward Speed (mph)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andrew (1992)</td>
<td>125</td>
<td>937</td>
<td>125</td>
<td>16</td>
</tr>
<tr>
<td>Earl (1998)</td>
<td>103.75</td>
<td>985</td>
<td>80</td>
<td>10</td>
</tr>
<tr>
<td>Georges (1998)</td>
<td>121.25</td>
<td>961</td>
<td>95</td>
<td>7</td>
</tr>
<tr>
<td>Lili (2002)</td>
<td>157.5</td>
<td>957</td>
<td>105</td>
<td>15</td>
</tr>
<tr>
<td>Claudette (2003)</td>
<td>103.75</td>
<td>982</td>
<td>75</td>
<td>12</td>
</tr>
<tr>
<td>Ivan (2004)</td>
<td>187.5</td>
<td>931</td>
<td>110</td>
<td>12</td>
</tr>
<tr>
<td>Dennis (2005)</td>
<td>145</td>
<td>930</td>
<td>120</td>
<td>18</td>
</tr>
<tr>
<td>Rita (2005)</td>
<td>145</td>
<td>931</td>
<td>105</td>
<td>11</td>
</tr>
<tr>
<td>Gustav (2008)</td>
<td>180</td>
<td>954</td>
<td>95</td>
<td>16</td>
</tr>
<tr>
<td>Ike (2008)</td>
<td>190</td>
<td>952</td>
<td>95</td>
<td>10</td>
</tr>
<tr>
<td>Katrina (2005)</td>
<td>162.5</td>
<td>923</td>
<td>110</td>
<td>15</td>
</tr>
<tr>
<td>Mean</td>
<td>144.26</td>
<td>949.15</td>
<td>100.26</td>
<td>12.49</td>
</tr>
<tr>
<td>Median</td>
<td>145.00</td>
<td>952.00</td>
<td>105.00</td>
<td>12.00</td>
</tr>
</tbody>
</table>

Table 1. Characteristics of the storms used in this study.

After storms meeting all criteria are selected and mapped, we assign a value of concavity to the landfall area for each storm based on the section of coastline surrounding a maximum storm surge point. Figure 2 explains the calculation of the degree of concavity at a 50 km radius around the point of maximum storm surge. After we map the location of each maximum storm surge, we create 50, 100, and 200 km buffers around each point of maximum storm surge.
Figure 2. Calculation of the degree of concavity on a (a) concave and (b) convex coastline.
Next, we locate the intersections of this buffer with the coastline (Figure 2). To determine the degree of concavity, we calculate the straight-line distance between the intersection points (Figure 2). Then, the Law of Cosines is used to calculate the angle ($\theta_{rad}$) between the coastline-buffer intersection points at radii of 50, 100, and 200 km. Sides A and B are equal to the size of the radius. For example, a radius of 50 km (100 km, 200 km) means sides A and B are equal to 50 km (100 km, 200 km). The point-to-point distance is represented by side C (Table 2). This process results in an angle measurement in radians ($\theta_{rad}$), which is then converted to degrees ($\theta$). Using this angle measurement in degrees, the adjusted degree of concavity (ADoC) is calculated using Equation 1:

$$\text{ADoC} = \frac{180 - \theta}{180}$$

Equation 1.

A coastline is concave if side C is located seaward of the point of maximum storm surge. In this situation, $\theta$ is less than 180 degrees and the ADoC is greater than zero. A coastline is convex if side C is located landward of the point of maximum storm surge. Here, $\theta$ is greater than 180 degrees and the ADoC is less than zero. A perfectly straight coastline has an angle of 180 degrees and an ADoC equal to zero. It is important to note that the coastline becomes more concave with larger buffer sizes due to the concave nature of the U.S. Gulf Coast. Additionally, some points of maximum storm surge are not located directly on the coastline since the original measurements were taken from inside flooded buildings. This results in some error in calculating the ADoC because the location of the buffer-coastline intersection may cause the distance between intersection points to be slightly different than if the point of maximum storm surge were located directly on the coastline. In this study, the difference is less than 1% for MSSH points located on open coastlines but can range as high as 33% for MSSH points located near bays and deltas. In all cases, the category of concave or convex is unchanged. Another source of error could be due to the resolution of the NOAA shoreline dataset. Slight differences between this dataset and the actual coastline could affect the location of the intersection points, the length of side C, and therefore, the calculation of the ADoC.

In this study, the sample size is small, and the data are not normally distributed (see results), so non-parametric tests are necessary to evaluate the significance of the results. For all statistical tests, we use a 95% confidence level ($p < 0.05$) to determine the significance of the result. First, the Spearman’s Rho is calculated to determine the correlation between MSSH and the ADoC for each buffer size. Second, a Mann Whitney $U$ test is used to evaluate whether significant differences exist between MSSH associated with concave and convex coastlines. In general, the Mann Whitney $U$ test determines if the samples come from different populations or if they are rooted in the same population. As a non-parametric test, the data do not have to be normally distributed since this test focuses on the rank of the data rather than the actual values. Still, this test has low power with small sample size and is only applicable when groups have four or more data points. In fact, it is impossible to achieve a statistically significant result ($p < 0.05$) with less than four samples in a group. For this reason, the Mann Whitney $U$ test is only used to compare the concave and convex groups at the 100 km buffer. Despite these limitations, the Mann Whitney $U$ test is the best statistical test option to compare the data and serves as a model for future work that includes more cases. The null hypothesis ($\text{h0}$) is that there is no difference between the average storm surge height on a concave coastline and a convex coastline. The alternative hypothesis ($\text{h1}$) is that there is a difference between the average storm surge height on a concave coastline and a convex coastline.

Next, we perform a simple linear regression F-test. This test investigates the linear relationship between MSSH and each individual storm characteristic by comparing the sum of squares error of the full model to the sum of squares error of a reduced model. In the context of this research, the full model includes a linear relationship between an individual storm characteristic and the MSSH. Each reduced model contains only the y-intercept and residual error for that specific storm characteristic. There are no other variables in the reduced model suggesting no relationship, which is the null hypothesis. The F statistic tells us if the full model better explains any relationship (if it exists) between an individual storm characteristic and storm surge height. A large F-statistic with a significant ($p < 0.05$) result indicates that we should reject the null hypothesis for that individual storm characteristic and suggests that a specific variable has a significant influence on storm surge height. Here, we investigate seven full models comparing, individually, the R34, landfall minimum MSLP, landfall maximum sustained winds, forward speed, ADoC at a 50 km radius, ADoC at a 100 km radius, and ADoC at a 200 km radius to the MSSH.
### 50 km Radius Buffer

<table>
<thead>
<tr>
<th>Hurricane</th>
<th>MSSH (m)</th>
<th>Coastline Type</th>
<th>Side C</th>
<th>Angle (deg)</th>
<th>ADoC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ike</td>
<td>5.33</td>
<td>Concave</td>
<td>88.58</td>
<td>124.7</td>
<td>0.307</td>
</tr>
<tr>
<td>Ivan</td>
<td>4.57</td>
<td>Concave</td>
<td>119.72</td>
<td>171.4</td>
<td>0.047</td>
</tr>
<tr>
<td>Rita</td>
<td>4.57</td>
<td>Concave</td>
<td>96.53</td>
<td>149.7</td>
<td>0.168</td>
</tr>
<tr>
<td>Dennis</td>
<td>2.74</td>
<td>Concave</td>
<td>85.94</td>
<td>118.5</td>
<td>0.342</td>
</tr>
<tr>
<td>Earl</td>
<td>2.44</td>
<td>Concave</td>
<td>188.07</td>
<td>140.2</td>
<td>-0.114</td>
</tr>
<tr>
<td>Georges</td>
<td>3.63</td>
<td>Convex</td>
<td>98.03</td>
<td>202.8</td>
<td>-0.127</td>
</tr>
<tr>
<td>Gustav</td>
<td>3.96</td>
<td>Concave</td>
<td>98.03</td>
<td>202.8</td>
<td>-0.127</td>
</tr>
<tr>
<td>Lili</td>
<td>3.75</td>
<td>Concave</td>
<td>98.03</td>
<td>202.8</td>
<td>-0.127</td>
</tr>
<tr>
<td>Claudette</td>
<td>2.79</td>
<td>Convex</td>
<td>99.69</td>
<td>189.0</td>
<td>-0.050</td>
</tr>
<tr>
<td>Andrew</td>
<td>2.44</td>
<td>Concave</td>
<td>98.40</td>
<td>159.5</td>
<td>0.114</td>
</tr>
<tr>
<td>Katrina</td>
<td>8.47</td>
<td>Concave</td>
<td>97.78</td>
<td>155.8</td>
<td>0.134</td>
</tr>
</tbody>
</table>

### 100 km Radius Buffer

<table>
<thead>
<tr>
<th>Hurricane</th>
<th>MSSH (m)</th>
<th>Coastline Type</th>
<th>Side C</th>
<th>Angle (deg)</th>
<th>ADoC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ike</td>
<td>5.33</td>
<td>Concave</td>
<td>188.07</td>
<td>140.2</td>
<td>0.221</td>
</tr>
<tr>
<td>Ivan</td>
<td>4.57</td>
<td>Convex</td>
<td>199.78</td>
<td>185.4</td>
<td>-0.030</td>
</tr>
<tr>
<td>Rita</td>
<td>4.57</td>
<td>Concave</td>
<td>192.93</td>
<td>149.4</td>
<td>0.170</td>
</tr>
<tr>
<td>Dennis</td>
<td>2.74</td>
<td>Concave</td>
<td>156.93</td>
<td>103.4</td>
<td>0.426</td>
</tr>
<tr>
<td>Earl</td>
<td>2.44</td>
<td>Convex</td>
<td>194.00</td>
<td>208.1</td>
<td>-0.156</td>
</tr>
<tr>
<td>Georges</td>
<td>3.63</td>
<td>Convex</td>
<td>197.31</td>
<td>198.8</td>
<td>-0.105</td>
</tr>
<tr>
<td>Gustav</td>
<td>3.96</td>
<td>Convex</td>
<td>190.61</td>
<td>215.3</td>
<td>-0.196</td>
</tr>
<tr>
<td>Lili</td>
<td>3.75</td>
<td>Concave</td>
<td>197.84</td>
<td>163.2</td>
<td>0.094</td>
</tr>
<tr>
<td>Claudette</td>
<td>2.79</td>
<td>Convex</td>
<td>199.06</td>
<td>191.1</td>
<td>-0.062</td>
</tr>
<tr>
<td>Andrew</td>
<td>2.44</td>
<td>Convex</td>
<td>194.33</td>
<td>207.4</td>
<td>-0.152</td>
</tr>
<tr>
<td>Katrina</td>
<td>8.47</td>
<td>Concave</td>
<td>153.03</td>
<td>99.8</td>
<td>0.445</td>
</tr>
</tbody>
</table>
RESULTS
Since storm surge height can be affected by the intensity, forward speed, size, and landfall wind speed, this study uses sample TCs with characteristics reflecting the larger population of TC landfall characteristics (Table 1). All TCs included have an average landfall wind speed of roughly 100 kts. These TCs have an average forward speed of 10.9 knots, an average landfall pressure of 949.2 hPa, and an average R34 of 144.3 nautical miles. The median values for each of these parameters are similar to the mean values (Table 1). The values for landfall maximum sustained winds are normally distributed (not shown); the values for R34, landfall minimum MSLP, and forward speed are not normally distributed. While the distributions of R34, landfall minimum MSLP, and forward speed values are not normal, the TCs selected still reflect a larger population of R34, landfall minimum MSLP, and forward speed values for TCs in the North Atlantic basin.16-19

Table 2. Calculation of the adjusted degree of concavity for each storm at a 50, 100, and 200 km radius.

<table>
<thead>
<tr>
<th>Hurricane</th>
<th>MSSH (m)</th>
<th>Coastline Type</th>
<th>Side C</th>
<th>Angle (deg)</th>
<th>ADoC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ike</td>
<td>5.33</td>
<td>Concave</td>
<td>377.36</td>
<td>141.3</td>
<td>0.215</td>
</tr>
<tr>
<td>Ivan</td>
<td>4.57</td>
<td>Concave</td>
<td>375.82</td>
<td>140.0</td>
<td>0.222</td>
</tr>
<tr>
<td>Rita</td>
<td>4.57</td>
<td>Concave</td>
<td>375.75</td>
<td>139.9</td>
<td>0.223</td>
</tr>
<tr>
<td>Dennis</td>
<td>2.74</td>
<td>Concave</td>
<td>372.08</td>
<td>136.9</td>
<td>0.239</td>
</tr>
<tr>
<td>Earl</td>
<td>2.44</td>
<td>Concave</td>
<td>399.97</td>
<td>178.6</td>
<td>0.008</td>
</tr>
<tr>
<td>Georges</td>
<td>3.63</td>
<td>Concave</td>
<td>387.48</td>
<td>151.3</td>
<td>0.160</td>
</tr>
<tr>
<td>Gustav</td>
<td>3.96</td>
<td>Convex</td>
<td>393.49</td>
<td>200.7</td>
<td>-0.115</td>
</tr>
<tr>
<td>Lili</td>
<td>3.75</td>
<td>Concave</td>
<td>399.22</td>
<td>172.9</td>
<td>0.040</td>
</tr>
<tr>
<td>Claudette</td>
<td>2.79</td>
<td>Concave</td>
<td>399.51</td>
<td>174.3</td>
<td>0.031</td>
</tr>
<tr>
<td>Andrew</td>
<td>2.44</td>
<td>Convex</td>
<td>361.05</td>
<td>231.0</td>
<td>-0.283</td>
</tr>
<tr>
<td>Katrina</td>
<td>8.47</td>
<td>Concave</td>
<td>372.20</td>
<td>137.0</td>
<td>0.239</td>
</tr>
</tbody>
</table>

Figure 3. Histograms showing the distribution of storm surge heights (m) data and degrees of concavity.
Figure 3 shows the distribution of MSSH and ADoC at each buffer size. The ADoC values are not normally distributed, so non-parametric tests, such as Spearman’s Rho and the Mann Whitney U test, are needed for analysis. Upon investigation, there is a slight correlation ($r_s=0.292$) between the ADoC and the MSSH on a 50 km radius buffer. The correlation increases to $r_s=0.552$ on a 100 km radius buffer and to $r_s=0.525$ on a 200 km radius buffer (Table 3). Using a 95% confidence level, the 100 and 200 km correlations are significant. Figure 4 shows a visual representation of the relationship between MSSH and the ADoC at each buffer size. Just as the Spearman’s Rho correlations indicate a weak relationship between variables, Figure 4 suggests a slight positive relationship between the MSSH and the ADoC. Further, the relationship between these two variables strengthens as the buffer size increases, which is also supported by the significant relationships at the 100 and 200 km buffers. Given the numerous factors affecting storm surge height, a positive relationship for all three buffer sizes is notable, especially since the relationship is consistent with prior research suggesting higher storm surges along concave coastlines.

<table>
<thead>
<tr>
<th>Storm Name</th>
<th>Rank MSSH</th>
<th>Rank 50 km ADoC</th>
<th>Rank 100 km ADoC</th>
<th>Rank 200 km ADoC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Earl</td>
<td>1.5</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Andrew</td>
<td>1.5</td>
<td>5</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Dennis</td>
<td>3</td>
<td>10</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>Claudette</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Georges</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Lili</td>
<td>6</td>
<td>9</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Gustav</td>
<td>7</td>
<td>11</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Ivan</td>
<td>8.5</td>
<td>4</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>Rita</td>
<td>8.5</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Ike</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>Katrina</td>
<td>11</td>
<td>6</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Spearman's Rho ($p$-value)</td>
<td>0.292 (0.192)</td>
<td>0.553 (0.039)</td>
<td>0.525 (0.049)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Ranked value for each variable used in the calculation of Spearman’s Rho at each buffer size. The Spearman’s Rho value is also shown with the corresponding $p$-value.
Figure 4. Scatter plot showing MSSH versus adjusted degree of concavity. Dashed lines indicate the approximate linear relationship for each buffer size.

Figure 5 compares the average MSSH for TCs making landfall on a concave coastline to the average MSSH of TCs making landfall on a convex coastline at each buffer size. Using the 50 km radius buffer, eight storms make landfall on a concave coastline, while three storms make landfall on a convex coastline. At a 100 km radius buffer five storms make landfall on a concave coastline and six storms make landfall on a convex coastline. Using the 200 km radius buffer, nine storms make landfall on a concave coastline while two storms make landfall on a convex coastline. For each buffer size, the average storm surge height on a concave coastline is higher than the average storm surge height on a convex coastline. The Mann Whitney U test is completed by comparing two groups (concave vs. convex coastlines) for the 100 km buffer only using a 95% confidence level. This test is not used to compare concave and convex groups at the 50 and 200 km buffers since there are less than four data points in a single group at each of these buffer sizes. The p-value (Table 4) does not indicate a statistically significant difference between the median height of maximum storm surge on a concave coastline and median height of maximum storm surge on a convex coastline at the 100 km buffer size. However, we must be cautious of these results due to the small sample size. Still, the results indicate that the null hypothesis may not be rejected and that storm surges in the two groups are statistically similar.

<table>
<thead>
<tr>
<th>Buffer Size</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 km</td>
<td>0.118</td>
</tr>
</tbody>
</table>

Table 4. Mann Whitney U test p-values for each buffer size.
To investigate the relationship between MSSH and other individual storm characteristics, an F-test is performed (Table 5). First, to ensure linear relationships between all variables and the MSSH, we use a log transformation for the MSLP variable. All other variables have a near-linear relationship with MSSH and are not manipulated. For this sample, F-statistics indicate that there are no statistically significant influences on storm surge height at a 95% confidence level (Table 5) despite the findings of previous research suggesting that R34, the landfall maximum sustained winds, landfall minimum MSLP, forward speed, all influence the MSSH.\(^5\)\(^-\)\(^9\) For example, the explanatory power of the transformed landfall minimum MSLP \(\log(\text{landfall minimum MSLP})\) is not significant in this research, but previous studies show that MSLP does have a well-established relationship with storm surge height.\(^5\),\(^7\),\(^43\),\(^44\). In this sample, multiple variables with established relationships with storm surge do not show significant linear relationships, which may be due to the small sample size. Therefore, we interpret these results cautiously and do not rule out the influence of any variable on the MSSH.

Despite the small sample size, we attempt to build a multiple linear regression model using forward stepwise regression since many of the variables achieve a 10% significance threshold \((p < 0.1)\). This model tests if the variables included in Table 5 significantly predict the MSSH and uses the Akaike Information Criteria (AICc) stopping rule, similar to other studies in the atmospheric and climate science fields.\(^45\),\(^46\) The landfall maximum sustained winds, \(\log(\text{landfall minimum MSLP})\), R34, forward speed, and ADoC at each buffer size is considered in a single model. Using the AICc stopping rule, only the ADoC at the 100 km buffer is recommended for the model \((F = 4.777; p\text{-value} = 0.057)\). This result implies that a simple linear regression model is the best linear model to predict MSSH and that additional variables do not explain enough additional variance to be included in the final model. However, as stated earlier, multiple variables with established relationships with MSSH are not included in the model, so results should be interpreted cautiously.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>F-Ratio (p-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Landfall Maximum Sustained Winds (kts)</td>
<td>0.246 (0.632)</td>
</tr>
<tr>
<td>log (Landfall Minimum MSLP (hPa))</td>
<td>3.433 (0.097)</td>
</tr>
<tr>
<td>R34 (nautical miles)</td>
<td>4.270 (0.069)</td>
</tr>
<tr>
<td>Forward Speed (mph)</td>
<td>0.037 (0.851)</td>
</tr>
<tr>
<td>ADoC - 50 km</td>
<td>0.216 (0.653)</td>
</tr>
<tr>
<td>ADoC - 100 km</td>
<td>4.777 (0.057)</td>
</tr>
<tr>
<td>ADoC - 200 km</td>
<td>3.492 (0.095)</td>
</tr>
</tbody>
</table>

Table 5. Simple linear regression F-ratio and corresponding p-value for each parameter, including the ADoC at each buffer size.

**DISCUSSION**

A handful of previous research studies address the many factors affecting storm surge height, but few studies have investigated the effect of coastline concavity, alone, on storm surge height. This study attempts to limit the influence of outlier storms by using a sample of TCs that generally reflects the larger population of Atlantic TCs in terms of intensity, size, landfall wind speed, and forward speed values. All TCs in this study make landfall along the US Gulf Coast, so the influence of the approach angle and the bathymetry of the continental shelf is also limited. Based on findings from previous research, it is hypothesized that landfalling TCs will have a higher MSSH on a concave coastline than similar landfalling TCs with MSSH on a convex coastline.

The Spearman’s Rho values suggest a weak correlation between the MSSH and ADoC at the three radii used. Given the small sample size and considering the numerous factors affecting storm surge height, these correlations are a compelling result of this study, especially since the 100 and 200 km correlations are statistically significant. Additionally, a forward stepwise regression suggests that only the ADoC at the 100 km buffer has significant explanatory power and is the only variable included in the final linear regression model. With a larger dataset, a multiple linear regression could be used with more confidence to evaluate whether coastline curvature can explain additional variation after other primary factors such as storm size are first considered.

Given the weak correlation between storm surge height and coastline curvature, it is interesting to note that, using a 50 km radius, the greatest storm surge observed on a convex coastline is greater than only two storm surges observed on a concave coastline. This trend is not as well pronounced with the 100 km or 200 km radius buffers (Figure 5). However, the median MSSH on convex coastlines is consistently smaller than the median MSSH on concave coastlines at each radius (Figure 5). These differences are small and not statistically significant based on a Mann Whitney U test. The small sample size could affect the outcome of the Mann Whitney U test. Nevertheless, combined with the increasing correlation between the ADoC and the MSSH as the buffer radius increases, which reaches significance at the 100 and 200 km buffers, these observations suggest the potential for even stronger results when a larger pool of storms is considered. Additionally, because the correlation between the ADoC and the MSSH increases and becomes significant with increasing buffer size (Table 3, Figure 5), a larger buffer zone size may be a more appropriate scale for assessing the influence of coastline shape. Future research should investigate the appropriate horizontal scale for assessing the influence of coastline curvature on storm surge.

There are limited studies investigating the effect of coastline concavity on MSSH, but the results of this study match the expectations set by the conclusions of Sebastian et al. (2019) and Hope et al. (2013). In their research, Sebastian et al. (2019) show that concave coastlines will likely experience a higher storm surge due to the concentration of water into the inward-sloping coast; the results of this study suggest similar findings in that most storm surges on a concave coastline are higher than the storm surges occurring on a convex coastline. Additionally, Hope et al. (2013) note that the concave coastline in Louisiana and Texas contributed to the higher storm surge in Hurricane Ike. The results of this study provide further evidence that a positive
relationship exists between coastline curvature and storm surge height, suggesting that concave coastlines may contribute to increased storm surge height.

The primary source of error in this study stems from the small sample size. In particular, the amount of data available in both databases used in this study restricts the temporal range from 1988-2012 and introduces further sources of error due to insufficient data available for meaningful statistical significance tests. Additionally, to limit the influence of the known factors affecting storm surge height, this study only includes storms with landfall characteristics that meet certain criteria and reflect a larger population of Atlantic TCs, which further limits the sample size. Due to the small sample size and non-normal distributions of variables, this study is limited in the statistical tests that can be used. For example, while the F-test did not identify any significant variables, we attempt to build a simple linear regression model, which only recommends the use of the ADoC at the 100 km buffer in the final model despite established relationships between MSSH and other variables. Furthermore, the Mann Whitney U test is only applicable at the 100 km buffer, and the results may not accurately reflect any true differences in the population due to the small sample size. As a result, there is an opportunity to conduct further research investigating the effect of coastline curvature when larger geographical and temporal scales are considered. Despite the limitations in the dataset, the approach used in this study may still be useful in future studies that seek to separate out the impact of a specific storm characteristic (e.g., intensity, wind speed, size, or forward speed) on MSSH. Changes in the coastline shape over time as the result of sea level rise and erosion/mitigation efforts and the influence of coastal waterways (rivers, bays, etc.) may also impact the degree of concavity and/or MSSH in an area.

An additional source of error stems from the location of MSSH with respect to the coastline. Some points of maximum storm surge are not located directly on the coast as these measurements were taken from inside flooded buildings. Because the points of intersection between the coastline and each buffer are located directly on the coast, the distance of maximum storm surge from the coast has the potential to affect the angle measurement used in the calculation of the degree of concavity in this study, especially for the 50 km buffer. However, this error is generally small since the buildings are usually within 1 km of the coastline. To further minimize this effect, the 100 km and 200 km buffer zones are included. However, as the buffer zone is increased, the small inflections along each coastline are minimized and the degree of concavity of the entire section of coastline could be affected, resulting in an “average” degree of coastline concavity. More specifically, using a smaller buffer size allows small changes in the coastline shape to be better reflected in the ADoC calculation. For example, the 50 km buffer better captures the coastline shape of small bays or inlets around the point of maximum storm surge, which can affect storm surge height. The larger buffer size (100 km or 200 km) covers areas of the coastline that may include bays or inlets but does not account for the coastline shape within these bays and inlets. In other words, a larger buffer does not capture these small features as well as a smaller buffer so the ADoC value becomes more of an “average” for the whole area. Idealized modeling studies could be used to eliminate this error by obtaining MSSH values directly at the coastline.

CONCLUSIONS
This research focuses on the effect of coastline concavity on MSSH along the Gulf Coast of the United States. More specifically, this research addresses the following questions: Is there a relationship between the shape of the coastline (concave, convex) and the maximum height of storm surge in those areas? If so, do concave coastlines experience a higher storm surge than convex coastlines? While there are few studies investigating the effect of coastline concavity on storm surge height, many studies state that storm surge height is influenced by a number of factors. The intensity (central barometric pressure) of a cyclone, forward speed and angle at which the storm approaches the coastline, and the shape and size of the coastline and continental shelf all influence storm surge height. Many of these factors can also interact to influence storm surge height. Because of this, this study only uses TCs that meet certain criteria to more closely investigate the effect of coastline concavity on storm surge height. These criteria ensure these TCs represent the greater population of TCs with respect to size, intensity, landfall wind speed, and forward speed values. This study also focuses on the Gulf Coast of the United States to limit the influence of bathymetry and approach angle of TCs.

Results from a Mann Whitney U test did not indicate any significant difference between the storm surge heights of TCs making landfall on concave coastlines and the storm surge heights of TCs making landfall on convex coastlines at the 100 km buffer. This test was not applicable at the 50 and 200 km buffers due to the small number of samples in each group. The small sample size could limit the accuracy of this test at the 100 km buffer as well. Additionally, a simple linear regression F-test shows there are no significant influences of MSSH. This result is also likely due to the small sample size since many of these influences are nearly significant and previous research describes established relationships between storm size, storm speed, and storm intensity. For this reason, forward stepwise regression is used and shows that ADoC at the 100 km buffer is the dominant influence on MSSH. These results should be interpreted with caution due to the small sample size and absence of significant (p < 0.05) F-ratios prior to building the simple linear regression model. The Spearman’s Rho correlation values suggest a weak positive relationship.
between the coastline concavity and the MSSH. This correlation is significant when considering concavity at larger horizontal scales (100 and 200 km). Additionally, storm surges on concave coastlines are consistently greater than storm surges on convex coastlines.

As mentioned above, a small dataset (n=11) marks the greatest limitation of this research. Expanding the spatial and temporal range of this research to include more TCs affecting the United States Gulf Coast and TCs impacting the southeast-Atlantic and northeast-Atlantic coastlines would add additional data to the analysis and possibly reveal additional significant relationships. Further research into the effect of individual storm characteristics on storm surge height would also provide more context and a better understanding of the potential impact of TCs on coastal communities. Lastly, this study is observation-based. Modeling studies and case studies would be helpful in isolating and identifying the influence of coastline curvature on storm surge height.
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PRESS SUMMARY
Storm surge is the most dangerous component of landfalling tropical cyclones. The growing coastal population highlights the importance of research regarding the atmospheric and geographic factors influencing storm surge height in these storms. This study uses a sample of tropical cyclones making landfall in the Gulf of Mexico that are representative of the larger population to isolate the effect of coastline shape on maximum storm surge height. A measure of coastline concavity is developed using geometry and 50, 100, and 200 km radius circles around the point of maximum storm surge. Statistical tests are used to look for relationships between the maximum storm surge height and the shape of the coastline. While there is only a small difference in the maximum storm surge height on the two coastline types, results suggest that storm surges occurring on an inward-sloping (concave) coastline tend to be greater than storm surges occurring on an outward-sloping (convex) coastline. The number of factors influencing maximum storm surge height makes it difficult to investigate the influence of the angle of the coastline on storm surge height. The results are limited by the small number of storms and the numerous factors influencing maximum storm surge height.
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ABSTRACT
The mu-opioid receptor (MOR) is a transmembrane protein and the primary target for pain-modulating drugs. Opioid drugs come with detrimental side-effects such as physical dependence and addiction. However, recent studies show that understanding structural properties and dynamics of MOR may aid in the design of opioid drugs with reduced side effects. Molecular dynamics simulations allow researchers to study changes in protein conformation at an atomistic level. However, modeling systems including MOR embedded in a lipid bilayer can be computationally expensive. This study evaluates a modeling approach that uses harmonic restraints on the transmembrane regions of MOR to model the rigidity of the lipid bilayer without explicitly simulating lipid molecules, reducing the number of atoms in the simulation. The proposed model allows MOR to be simulated 49% faster than a simulation explicitly including the lipid bilayer. To assess the accuracy of the proposed model, simulations were performed of MOR in a lipid bilayer, the free MOR in water and MOR in water with harmonic restraints applied to all transmembrane residues using NAMD 3.0 alpha and the CHARMM36 force field. Dynamic properties of MOR were shown to be different in each system, with the free MOR having a higher root mean square deviation (RMSD) than MOR with an explicitly modeled lipid bilayer. The systems with harmonic restraint constants of 0.001 kcal/mol/Å² applied to the transmembrane residues had RMSD values comparable to those in an explicitly modeled lipid bilayer. This study demonstrates that using restraints on the transmembrane residues of MOR is a feasible way of modeling the ligand-free receptor with reduced computational costs. This model could allow the dynamics of MOR in a lipid bilayer environment to be studied more efficiently.
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INTRODUCTION
Opioid receptors are a primary target for analgesic drugs. In 2020, there were 43.3 opiate prescriptions per 100 people in the United States.¹ However, opiates produce adverse side effects such as constipation, nausea, and respiratory depression, and long-term use of opioid drugs can lead to tolerance, physical dependence, and addiction.² The widespread abuse of opioid drugs is a major public health crisis which caused 50,178 deaths in the United States in 2019 alone³. Because of the limitations of existing opioid drugs, it is necessary to further explore how the opioid receptors can be modulated to minimize undesired effects.

Most pain-killing effects of opioid drugs are attributed to interactions with the mu-opioid receptor (MOR).⁴ MOR, depicted in Figure 1, is a G protein-coupled receptor (GPCR) which is distributed through the nervous system and digestive tract. Like other GPCRs, MOR has seven transmembrane helices, an extracellular N-terminus and an intracellular C-terminus which can be phosphorylated upon agonist binding.⁵ MOR has an orthosteric ligand-binding pocket, highlighted in purple in Figure 1, where both agonist and antagonist ligands bind. An agonist is a molecule which binds to a receptor causing a functional activation leading to a signaling cascade within the cell. In the case of MOR, an agonist binding is associated with activation of downstream signaling cascades that lead to a pain-killing effect. Conversely, an antagonist binds to the receptor blocking all other molecules from binding to the orthosteric site and locking the receptor in the inactive state. Upon activation of MOR by an agonist, there is a large outward movement of transmembrane helix 6 and a smaller inward movement of transmembrane helices 5 and 7.⁶
Evidence suggests that interactions with different agonists can cause significantly different conformational changes in MOR, leading to preferential activation of different downstream pathways. This process is called functional selectivity or biased agonism. MOR’s analgesic effects are attributed to its interactions with heterotrimeric G-proteins which act by inhibiting adenyl cyclase, modulating ion channels, and causing second messenger cascades. However, after activation, MOR can be phosphorylated, leading to β-arrestin binding, which causes receptor desensitization and internalization which may be associated with negative side effects such as tolerance. It has been shown that different agonists cause different levels of G coupling and β-arrestin recruitment; however, the exact conformational changes in MOR which lead to these different effects are not fully understood. Finding ligands that can modulate pain with diminished unwanted downstream effects requires a better understanding of the structural changes of MOR when bound to different ligands.

MOR also has an allosteric binding site, highlighted in yellow on Figure 1, which plays an important role in the receptor conformation and downstream effects. This binding site is conserved among Class A GPCRs and may hold a sodium ion. The presence of a sodium ion in the allosteric binding site helps stabilize MOR in its inactive state. Site-directed mutagenesis studies replacing the residues which make up the binding site showed that there was significantly increased β-arrestin recruitment when sodium is not present. Additionally, computational studies suggest that herkinorin, an opioid which does not promote β-arrestin recruitment or receptor internalization may interact with the allosteric sodium binding site, modulating its selectivity.

Molecular dynamics simulations are a powerful tool to study MOR dynamics and drug binding at an atomic level. Molecular dynamics simulations have been used to gain understanding about agonist and antagonist binding properties, the role of the allosteric sodium ion and functional selectivity. In other studies, restraints on specific regions of integral membrane proteins have been used to represent features such as ion bridges or to resolve the packing of transmembrane alpha helices in low-resolution crystal structures. However, it can be challenging to study binding mechanisms of ligands to GPCRs such as MOR using all-atom molecular dynamics simulations due to the long time scales necessary to sample conformational states of GPCRs.

This study seeks to evaluate a model of the ligand-free MOR which can be used to study its overall dynamic properties while eliminating the computational cost of explicitly modeling the lipid bilayer. The inactive MOR is simulated both with and without the allosteric sodium ion present in three conditions: the protein in an explicit lipid bilayer, the free protein surrounded by water, and the protein surrounded by water with a harmonic restraint applied to the backbone atoms of the transmembrane residues. Comparisons between the free protein and membrane-protein system allow for the evaluation of the impact of the membrane on protein dynamics. In order to evaluate the accuracy of the restrained protein model, comparisons are made with simulations of MOR in a membrane made of 1-palmitoyl-2-oleoyl phosphatidylcholine (POPC) and 10% cholesterol.

#### METHODS AND PROCEDURES

Figure 2 shows a summary of the simulation setups. The structure of the inactive mouse MOR was downloaded from the Protein Databank, with PDB ID: 4DKL. In the original crystal structure, in the inactive state, the third intracellular loop was replaced with a T4 lysozyme. The sequence of the third loop is identical to that in the active mouse MOR structure (PDB ID: 5C1M), so the structures were aligned and the residues from the active structure were added to the inactive structure, replacing the T4 lysozyme. While there are some differences between the mouse and human MOR, the amino acid sequences of the two proteins have a 96.2% similarity. Then, the structure was minimized for 1000 steps to reach a more energetically favorable conformation. Each amino acid in the protein was modeled in the protonation state appropriate for a pH of 7.

The membrane-protein system was created by placing the protein in a membrane made of 1-palmitoyl-2-oleoyl phosphatidylcholine (POPC) and 10% cholesterol using the CHARMM-GUI Membrane Builder. The system was buffered by 22.5 Å of cTIP3P water on the top and bottom of the membrane (Figure 2, Panels A-B). The free protein system was solvated with cTIP3P water molecules in a 111×111×111 Å³ cubic box to prevent interactions with periodic images (Figure 2, C-D).
The restrained protein system was solvated in an orthorhombic box with a 16 Å cTIP3P water buffer on each side of the protein, and the transmembrane residues identified from the PDB entry were restrained during production with varying forces. Twenty-five simulations were performed with restraint forces of 20 kcal/mol/Å², 5 kcal/mol/Å², 1 kcal/mol/Å², 0.01 kcal/mol/Å², and 0.001 kcal×mol⁻¹×Å⁻² (Figure 2, Panel E-F) on the transmembrane atoms. The free protein system was created by solvating the protein in a 111Å × 111Å × 111Å cubic box of cTIP3P water with no restraints added during the production simulation.

In the restrained protein system, the receptor is held by the restraints in the center of the box and translates less than the free protein system, so a smaller water buffer can be used without the protein interacting with its own periodic images. This smaller water buffer contributes to a higher simulation speed.

<table>
<thead>
<tr>
<th></th>
<th>Membrane-Protein</th>
<th>Free Protein</th>
<th>Restrained Protein</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>(A)</td>
<td>(C)</td>
<td>(E)</td>
</tr>
<tr>
<td>150 mM NaCl</td>
<td>(B)</td>
<td>(D)</td>
<td>(F)</td>
</tr>
</tbody>
</table>

Figure 2. Summary of simulation setups. Although explicitly modeled, water molecules are not shown for clarity. Sodium ions are shown as yellow beads and chlorine ions are shown as blue beads. (A) MOR (orange) is simulated in an explicit lipid bilayer with 22.5 Å of water on the top and bottom of the membrane. 13 chlorine ions are added to neutralize the system. (B) MOR (orange) is simulated in an explicit lipid bilayer with 22.5 Å of water on the top and bottom of the membrane and 150 mM sodium chloride. (C) The free MOR is simulated in a 111 Å³ water box neutralized with 13 chlorine ions. (D) The free MOR is simulated in a 111 Å³ water box with 150 mM sodium chloride. (E) MOR is simulated within an orthorhombic box with a 16 Å water buffer and transmembrane residues (blue) restrained. 13 chlorine ions are added to neutralize the system. (F) MOR is simulated within an orthorhombic box with a 16 Å water buffer and 150 mM sodium chloride. Transmembrane residues (blue) are restrained.

Each of the three systems were solvated in water with 13 chlorine counterions to neutralize the system and in a 150 mM NaCl solution. Systems containing 13 chlorine counterions and no NaCl will be referred to as “neutral pH” and systems with 13 chlorine counterions and 150 mM NaCl will be referred to as “150 mM NaCl”. In all the systems solvated with NaCl, the allosteric sodium ion was manually moved to its binding site at the midpoint of D114 and S154. The box dimensions for each simulation are summarized in Table 1.

Atomistic molecular dynamics simulations were performed using the NAMD 3.0 alpha software package. The CHARMM36m...
force field\textsuperscript{31} was used to model the protein and the CHARMM C36 lipid force field\textsuperscript{32} was used to model the membrane. Throughout all of the simulations, the SETTLE algorithm\textsuperscript{33} was used to constrain bonds that include a hydrogen atom and a 2 fs time step was employed. In all simulations, a switching distance of 10 Å and cutoff of 12 Å was used for all nonbonded interactions. Long-range electrostatics beyond the nonbonded cutoff of 12 Å were calculated using the particle mesh Ewald (PME) summation. All simulations were performed at 303.15 K. Each simulation was performed using one NVIDIA A100 Tensor Core GPU on Hipergator 3.0.

<table>
<thead>
<tr>
<th>Box Dimensions</th>
<th>Membrane-Protein</th>
<th>Free Protein</th>
<th>Restrained Protein</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>120 Å×120 Å×125 Å</td>
<td>111 Å×111 Å×111 Å</td>
<td>81 Å×73 Å×111 Å</td>
</tr>
</tbody>
</table>

Table 1. Box dimensions for each system setup.

The membrane-protein systems were minimized for 10,000 steps using the conjugate gradient algorithm with harmonic and dihedral restraints on the protein and lipid and a planar restraint on the membrane. The system was gradually heated from 0 to 303.15 K in an NVT (constant number of atoms, volume, and temperature) ensemble with harmonic restraints on protein and lipids. Minimization was followed by six steps of equilibration with NPAT (constant number of atoms, pressure, lipid bilayer area, and temperature) dynamics. During equilibration, harmonic restraints were applied to the ions and protein backbone and planar restraints were used to prevent water from entering the membrane and to hold the lipid head groups in the plane of the Z-axis. Restraint force constants used during minimization and equilibration are summarized in Table 2. Production simulations were performed in a NPAT ensemble with pressure only changing in the Z direction using the Langevin thermostat with a 1 ps\textsuperscript{-1} collision frequency and Nosé-Hoover Langevin barostat with a timestep of 2 fs.

<table>
<thead>
<tr>
<th>Step</th>
<th>Ensemble</th>
<th>Time (ps)</th>
<th>Backbone Heavy Atoms Restraint*</th>
<th>Sidechain Heavy Atoms Restraint*</th>
<th>Lipid Position Restraint*</th>
<th>Lipid Dihedral Restraint*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimization</td>
<td>NVT</td>
<td>20</td>
<td>10</td>
<td>5.0</td>
<td>5</td>
<td>500</td>
</tr>
<tr>
<td>1</td>
<td>NPT</td>
<td>250</td>
<td>10</td>
<td>5.0</td>
<td>5</td>
<td>500</td>
</tr>
<tr>
<td>2</td>
<td>NPAT</td>
<td>250</td>
<td>5.0</td>
<td>2.5</td>
<td>5</td>
<td>200</td>
</tr>
<tr>
<td>3</td>
<td>NPAT</td>
<td>500</td>
<td>2.5</td>
<td>1.25</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>NPAT</td>
<td>500</td>
<td>1.0</td>
<td>0.5</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>NPAT</td>
<td>500</td>
<td>0.5</td>
<td>0.25</td>
<td>0.2</td>
<td>50</td>
</tr>
<tr>
<td>6</td>
<td>NPAT</td>
<td>500</td>
<td>0.1</td>
<td>0.05</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. Summary of minimization and equilibration setup for the membrane-protein system. *All units for restraint constants are in kcal/mol/Å\textsuperscript{2}

The free protein systems were minimized for 10,000 steps using the conjugate gradient algorithm with a 20 kcal/mol/Å\textsuperscript{2} harmonic force restraining the protein backbone and the system was heated from 0 K to 303.15 K in an NVT ensemble. This was followed by four stages of equilibration, each lasting 25,000 steps, with the harmonic restraint constant being gradually decreased from 20 kcal/mol/Å\textsuperscript{2} to 10 kcal/mol/Å\textsuperscript{2} to 5 kcal/mol/Å\textsuperscript{2} to 2.5 kcal/mol/Å\textsuperscript{2} in an NPT (constant number of atoms, pressure, and temperature) ensemble with a 2 fs time step. The production data was generated using an NPT ensemble at 303.15 K and 1 atm using the Langevin thermostat with a 1 ps\textsuperscript{-1} collision frequency and Nosé-Hoover Langevin barostat with a 2 fs time step and coordinates and system properties output every 10 ps.

The restrained protein simulations were minimized and heated using the same methods as the free protein systems. This was followed by four stages of equilibration, each lasting 25,000 steps with the protein restraint being gradually decreased from 20 kcal/mol/Å\textsuperscript{2} to the desired restraint in an NPT ensemble with a 2 fs time step. The production simulations were performed with a harmonic restraining force applied to all atoms in transmembrane residues of MOR from the protein with PDB ID: 4DKL. The harmonic restraining forces reduce mobility by adding an extra energetic penalty defined by Equation 1.

\[
U(x) = k(x - x_{\text{ref}})^2
\]  
Equation 1.
Where \( x \) is the position of an atom at a given time, \( x_{\text{ref}} \) is the position of that atom at the first frame of minimization and \( k \) is the force constant. As mentioned above, the force constants used in this study were 20 kcal/mol/Å², 5 kcal/mol/Å², 1 kcal/mol/Å², 0.01 kcal/mol/Å² and 0.001 kcal/mol/Å², and were applied during production simulation to all atoms in the transmembrane region of MOR. Other than the restraints, production data was generated using the same methods as the free protein systems.

For all systems, results were generated from simulations of 1000 ns with the first 200 ns being considered as equilibration and not included in calculations of average values. System properties were output every 50000 steps. The root mean square deviation (RMSD) and root mean squared fluctuation (RMSF) were calculated using cpptraj.\(^3\) In this study, the RMSD is a measure of the difference between the protein coordinates at a reference state, and the protein coordinates at a given timestep. The RMSD is calculated by

\[
\text{RMSD} = \sqrt{\frac{\sum_{i=0}^{N} m_i (x_i - Y_i)^2}{M}} \tag{Equation 2}
\]

Where \( m_i \) is the mass of a given atom, \( X_i \) is the position of a given atom, \( Y_i \) is the reference position of a given atom and \( M \) is the total mass of the system. In this work, RMSDs are calculated for the backbone atoms (nitrogen, carbon, and alpha carbon) and the first frame after minimization and heating is used as the reference structure.

The RMSF is the time average of the RMSD and is calculated for each individual residue. The RMSF for an atom \( X_i \) is calculated by

\[
\text{RMSF} = \sqrt{\left(\left\langle X_i - \langle X_i \rangle \right\rangle^2\right)} \tag{Equation 3}
\]

Where \( X_i \) is the coordinates of a particle and \( \langle X_i \rangle \) is the average position of that particle. In this work RMSF is calculated for backbone atoms using the first frame after minimization and heating as the reference structure.

Additionally, the distributions of the \( \chi_1 \) and \( \chi_2 \) angles of N332 were calculated using cpptraj.\(^3\) The \( \chi_1 \) angle is the torsional angle including the nitrogen, \( \alpha \)-carbon, \( \beta \)-carbon, and \( \gamma \)-carbon of N332 and the \( \chi_2 \) angle is the torsional angle involving the \( \alpha \)-carbon, \( \beta \)-carbon, and \( \gamma \)-carbon, and \( \delta \)-oxygen of N332. The confirmation of these torsional angles has been shown to be related to the downstream signaling of the receptor.\(^13\)

All error values are reported as a 95% confidence interval which is calculated as \( \pm 1.96 \sigma \), where \( \sigma \) is the standard deviation.

RESULTS AND DISCUSSION

The RMSD of the systems studied in this work are shown in Figure 3. To note, the RMSD of the free MOR system (Figure 3, panel B) is higher than the RMSD of MOR in its explicitly modeled lipid bilayer (Figure 3, panel A). The average RMSD of the free protein is 3.9 ± 0.5 Å and 3.4 ± 0.6 Å for the neutral system and system with 150 mM NaCl respectively, compared to the membrane-protein system which has an average RMSD of 3.1 ± 0.6 Å and 3.2 ± 0.3 Å for the neutral system and system with 150 mM NaCl respectively (Table 3). Thus, as expected, the protein moves more freely in the absence of the lipid bilayer. This is because the amino acids in the transmembrane regions of the lipid-free MOR are not structurally stabilized by the viscous lipid bilayer, allowing more freedom of motion. However, adding restraints to the transmembrane region lowers the overall RMSD (Figure 3, panel C) for all of the restraint force constants tested. The RMSD of the protein with the 0.001 kcal/mol/Å² restraint force constant is closest to the RMSD of the protein with its explicitly modeled lipid bilayer (Table 3). Systems with higher restraint force constants (0.01–20 kcal/mol/Å²) all have lower average RMSD values than the membrane-protein system. Additionally, the RMSD of systems simulated with 150 mM of NaCl tend to have a lower RMSD than systems in neutral conditions without the allosteric sodium ion; this is in agreement with previous studies that show that the allosteric sodium ion stabilizes MOR into its inactive state.\(^11, 12\)
To better understand how the dynamic properties of MOR differ in the three models, the RMSD was calculated only for the transmembrane residues, i.e., residues 67 to 91, 105 to 129, 141 to 163, 184 to 205, 229 to 253, 278 to 304, and 313 to 336 and represented in Figure 4 and Table 4. This shows that the RMSD of the transmembrane residues of the free MOR are 1–1.3 Å higher than in MOR in an explicitly modeled lipid bilayer. The average transmembrane RMSDs in the free protein system are 3.2 ± 0.4 Å and 2.3 ± 0.6 Å for the neutral system and the system with 150 mM NaCl respectively, compared to 1.9 ± 0.3 Å and 1.3 ± 0.2 Å in the system with the explicitly modeled lipid bilayer (Table 4).

Addition of restraints successfully lowers the RMSD of the transmembrane residues as shown in Figure 4, panel C. However, the systems with 1 kcal/mol/Å², 5 kcal/mol/Å², and 20 kcal/mol/Å² restraint constants have drastically lower RMSDs in the transmembrane region (Table 4) and do not accurately model the dynamics of MOR in an explicitly modeled lipid bilayer. The protein with the 0.01 kcal/mol/Å² restraint constant is also notably lower than that of MOR in its explicitly modeled lipid bilayer. However, the protein with the 0.001 kcal/mol/Å² restraint constant has a transmembrane RMSD that differs only by 0.3 Å from the membrane-protein system for both the neutral system and the system with 150 mM NaCl. Throughout the simulations, the transmembrane RMSD of the systems with the allosteric sodium ion tend to be lower due to its stabilizing effect on the inactive MOR.11, 12

The RMSF of each system is analyzed to showcase the impact of each system setup in different regions of the protein and shown in Figure 5. Across all residues, the free MOR tends to have a higher RMSF than the membrane-protein system.

Of the systems with transmembrane restraints, the system with the 0.001 kcal/mol/Å² restraint force constant has an RMSF that most closely models the membrane-protein system in the transmembrane region. However, the protein with the 0.001 kcal/mol/Å² restraint force constant tends to have a higher RMSF in the intra and extracellular regions than the membrane protein system. Particularly, the RMSF of residues 254-277, which are highlighted in purple on Figure 6, and residues 305-312, which are highlighted in green on Figure 6, are higher in the restrained protein system than the membrane-protein system. It is possible that the higher RMSF in the system with the 0.001 kcal/mol/Å² restraint force constant could be due to differences caused by the lack of an explicitly modeled lipid bilayer. However, both of these regions are mostly in a random coil structure and therefore more flexible than other regions of the protein, providing a possible explanation for greater differences between simulations.
Figure 3. (A) The RMSD of MOR in an explicitly modeled lipid bilayer (B) The RMSD of the free MOR (C) The RMSD of MOR with restraints
Figure 4. (A) The RMSD of transmembrane residues of the membrane-protein system (B) The RMSD of transmembrane residues of the free MOR (C) The RMSD of transmembrane residues of MOR with restraints.
Figure 5. All RMSFs are calculated from the last 800 ns of simulation data. The transmembrane residues are highlighted in pink. (A) The RMSF of MOR in the membrane-protein system (B) The RMSF of the free MOR (C) The RMSF of the restrained MOR
The impact of each method of modeling the lipid bilayer on the NPxxY motif was analyzed by calculating distributions of side-chain dihedral angles $\chi_1$ and $\chi_2$ of N332, shown in Figure 7. The conformation of the side-chain dihedral angles of N332 have been shown to be related with the downstream signaling of the receptor.\textsuperscript{13}

In the system simulated with an explicitly modeled lipid bilayer, the $\chi_1$ dihedral distribution has peaks near -75 and -180 degrees in the neutral system, and a peak at -75 in the system with 150 mM NaCl. In both the free MOR system and system with restraints on the transmembrane residues a peak at -80 degrees is observed in both the neutral system and the system with 150 mM NaCl. In the neutral free MOR system and neutral system with a 0.001kcal/mol/Å$^2$ restraint force constant, a peak is noticeable at -180 degrees, but the peak is smaller than the one observed in the system with the explicitly modeled lipid bilayer.

The $\chi_2$ dihedral distribution of the system simulated with the explicitly modeled lipid bilayer has peaks of -20, and -115 degrees for the neutral system and a peak at -20 degrees for the system with 150 mM NaCl. Both the free MOR system and system with restraints on the transmembrane residues have peaks at -20 degrees for both the neutral and systems with -150 mM NaCl. A small peak at -115 degrees is observed in both the neutral free MOR system and the neutral system with a 0.001kcal/mol/Å$^2$ restraint force constant.

Ultimately, the systems with a 0.001kcal/mol/Å$^2$ restraint force constant on the transmembrane residues are able to capture the peaks in the distribution of the $\chi_1$ and $\chi_2$ torsion angles of N332. Because the $\chi_1$ and $\chi_2$ torsion angles of N332 are associated with the downstream signaling of MOR, this analysis should be used in future simulations containing the receptor a ligand bound state to validate the system with transmembrane restraints’ ability to capture differences associated with downstream signaling.\textsuperscript{13}
Figure 7. Dihedral distributions of the $\chi_1$ (A-C) and $\chi_2$ (D-F) angle of N332 are calculated from the last 800 ns of simulation data. (A) The dihedral distributions of the $\chi_1$ angle of N332 of MOR in the membrane-protein system (B) The dihedral distributions of the $\chi_1$ angle of N332 of the free MOR (C) The dihedral distributions of the $\chi_1$ angle of N332 of the restrained MOR (D) The dihedral distributions of the $\chi_2$ angle of N332 of MOR in the membrane-protein system (E) The dihedral distributions of the $\chi_2$ angle of N332 of the free MOR (F) The dihedral distributions of the $\chi_2$ angle of N332 of the restrained MOR.
The values reported in this work for RMSD and transmembrane RMSD agree with values reported in literature. Ricarte et al. report a total RMSD for MOR bound to morphine of 2.9-3.2 Å based on three simulations of 2-3 μs. This coincides with the values reported in this work of 3.1-3.2 Å for the membrane-protein system and 3.0-3.1 Å for the system with 0.001 kcal/mol/Å² restraint constant. Cong et al. reports a transmembrane RMSD of 1.7, 1.3 and 1.2 Å for MOR bound to morphine, hydromorphone and β-funaltrexamine respectively, which agrees with the transmembrane RMSDs of 1.3-1.9 Å for the membrane-protein system and 1.6 Å for the system with 0.001 kcal/mol/Å² restraint force constant. One difference between the simulations in this work and the literature values summarized here is the presence of morphine bound to MOR. However, other simulations show that morphine does not have a dramatic impact on the RMSD of MOR. Another difference between the results summarized here is the presence of morphine bound to MOR. However, other simulations show that morphine does not have a dramatic impact on the RMSD of MOR. Another difference between the results summarized here is that MOR was simulated in a membrane of 100% POPC whereas in this work MOR was simulated in a membrane of 90% POPC and 10% cholesterol. Short 200 ns simulations were performed using the same simulation setup outlined in this paper but with a membrane of 100% POPC to evaluate the role of bilayer composition on receptor dynamics. These simulations showed that the POPC membrane did not cause a dramatic difference in RMSD within the timescale, suggesting that the restrained-protein model may be appropriate to model bilayers with a range of POPC/cholesterol ratios (Supplemental Information, Figure S1).

Despite accurately modeling overall structural properties of MOR in its explicitly modeled lipid bilayer, there are some limitations to the restrained protein model. It has been shown that cholesterol can bind to residues on TM6 and TM7 of MOR affecting the likelihood of β-arrestin recruitment. Without explicitly modeling the lipid bilayer, the impact of cholesterol binding cannot be modeled using the system proposed in this study. Additionally, experimental work has shown that different ligands bound to MOR can affect the protein’s mobility perpendicular to the lipid bilayer. Because the residues with restraints applied remain constant throughout the simulation, this is a feature of MOR-ligand interactions that could not be studied using the restrained protein model.

Since the restrained protein system with a 0.001 kcal/mol/Å² restraint force constant accurately models the dynamic properties of MOR in its explicitly modeled lipid bilayer, it is important to assess the relative computational efficiency of these systems. The restrained protein system is able to generate 49% faster than the system with the explicitly modeled lipid bilayer (Figure 8). The restrained protein system has the fewest number of atoms because it does not contain an explicitly modeled lipid bilayer, and the smaller size of the system contributes to increased simulation speed. This shows that using a backbone restraint on transmembrane residues can speed up data generation and increase the length of simulations of MOR.

CONCLUSIONS
This work shows that the free MOR in water has a higher RMSD than MOR in its explicitly modeled lipid bilayer, particularly in the transmembrane regions. Comparisons between MOR in its explicitly modeled lipid bilayer and MOR with varying restraints applied to its transmembrane residues show that using a restraint force constant of 0.001 kcal/mol/Å² on the transmembrane residues of MOR can model the overall dynamic properties of the membrane-protein system. The average RMSD values of MOR in its explicitly modeled lipid bilayer are reproduced within 95% confidence intervals by the corresponding systems simulated with a restraint force constant of 0.001 kcal/mol/Å² on the transmembrane residues.
The RMSF does differ between the restraint model and the membrane-protein model in the intra and extracellular regions, particularly residues 254-277 and residues 305-312, which is likely due to the highly flexible nature of this region. Additionally, analysis of the distribution of the χ₁ and χ₂ angles of N332 showed that simulations of the MOR with a 0.001 kcal/mol/Å² restraint force constant on the transmembrane residues are able to capture the distributions seen in the system with an explicitly modeled lipid bilayer. Importantly, while using the restrained model data is generated twice as quickly as the explicit membrane model. With further validation of simulations using membranes on the transmembrane residues to simulate MOR bound to ligands, this method may be an effective approach to model overall structural properties of MOR, allowing for a faster screening of new opioid drug molecules.

In order to explore the applications of the restrained protein model in studies involving new opioid molecules and to assess its ability to model drug-induced protein dynamics, an opioid agonist such as morphine can be docked to the crystal structure of MOR using e.g., AutoDock Vina to create a starting structure that approximates the ligand’s binding pose. The 3-dimensional structures of drug molecules can be taken from the Zinc Database. Parameters should be developed for the drug molecules using software such as the ParamChem tool for CGENFF. The accuracy of the parameters for the drug molecules should also be assessed based on a comparison of the computational binding free energy with experimental data. If necessary, parameters can be further optimized using the ForceField Toolkit in VMD. Once the parameters have been validated, they can then be used to perform molecular dynamics simulations of at least 500 ns of the drug-receptor complex both in an explicitly modeled lipid bilayer and with a restraint force constant of 0.001 kcal/mol/Å² applied to the transmembrane residues. The results of the membrane-protein simulation and the restrained protein simulation should be compared to assess if the restrained model is able to represent protein dynamics associated with ligand binding.
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PRESS SUMMARY
The mu-opioid receptor is the primary target for pain-modulating drugs. However, existing opiate drugs have detrimental side effects such as addiction and respiratory depression. Molecular dynamics simulations allow the motion of the mu-opioid receptor to be studied with atomistic resolution. However, because the mu-opioid receptor is enclosed within the lipid bilayer, molecular dynamics simulations typically require the simulation of lipid molecules as well as the receptor, which requires a large amount of computational resources. This study proposes and evaluates an alternative method to simulate the mu-opioid receptor by adding restraints on the transmembrane regions of the protein to mimic the viscosity of the lipid bilayer without explicitly simulating lipid molecules. The proposed model allows the dynamics of the mu-opioid receptor to be simulated 49% faster than a model that involves explicitly simulated lipid molecules. This has the potential to speed up studies of mu-opioid receptor motion, aiding in discovering new opioid drugs.
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ABSTRACT

Direct evaporative cooling (DEC) is a technology that is continuously expanding into different areas of study. The foundation of this process has been built through expansive research efforts and physical experimental data. The ability to accurately model and predict the performance of DEC systems allows the energy-efficient process to gain traction in HVAC applications, however, the inconsistencies present among research efforts created discontinuities in the reproduction of a system. By reviewing current literature, the discrepancies in the defining methodologies of how DEC systems are defined and predicted can provide insight to future research. This review depicts the different approaches taken in recent research to define the equations that govern the thermodynamic processes, the different materials used in the process, and the models used to predict the performance of DEC systems. By identifying the most common practices in current research, the gaps in literature can be recognized and overcome in further efforts.

KEYWORDS

Direct Evaporative Cooling; Evaporative Cooler; Evaporative Cooling Media; HVAC; Cooling Effectiveness

INTRODUCTION

The ever-growing issue of increasing global energy consumption and CO₂ emissions demands a further review of pertinent solutions. Throughout the years, since its invention, air conditioning systems have become an integral part of most commercial buildings and households, which are responsible for a considerable amount of the total energy consumed worldwide. The U.S Department of Energy states that roughly 6% of all supplied energy is consumed by household air conditioners, with even larger numbers corresponding to commercial building HVAC systems. The necessity to improve efficiency and decrease power consumption related to HVAC systems is crucial to the sustainability of the future. Evaporative cooling (EC) has the potential to help HVAC systems achieve these objectives.

EC is a fairly simple process that is capable of producing economical cooling when weather conditions are appropriate, an aspect of which is part of the limitations preventing the larger market penetration of evaporative cooling technology. While evaporative coolers are known to achieve significant temperature drops in more arid climates, they are also known they can provide relief from the heat in any climate with high temperatures. The evaluation of similar EC processes has yet to gain uniformity among available research, which causes discontinuities in the progression of the technology over time. To further research efforts and optimize this process for expanded use in the HVAC industry, there must be common methods of practice for defining EC systems and their associated performance parameters. In doing so, the uncertainty involved in research can be addressed and overcome, leading to a faster progression of the advancement of evaporative cooling technologies. The appropriate design and optimization of EC systems relies on the ability of accurate models to reproduce how the system will perform. This study focuses on models for the evaporative cooling process that occurs at the media of an EC system. As shown in Figure 1, the first component of a basic DEC system is a media that allows for an increase in the contact, and therefore heat and mass transfer, between the air to be conditioned and the water used to condition it. Another component includes a water recirculation subsystem in which a pump takes water from a water sump and supplies it to the water distributor that will uniformly distribute the water over the media. The last component is a fan that moves the air through the media.
Every component of the EC system has an impact on the overall performance of the EC system, whose objective is to lower the temperature of incoming air by increasing its moisture content in an adiabatic process in which the air is cooled at constant wet-bulb temperature. This is achieved by transferring heat from the air to the water, which causes an evaporation effect as the air flows through the water-saturated media. The water contained in the sump is delivered to the system with the intention of fully saturating the media; however, full saturation is influenced by each component. The media’s ability to saturate completely is referred to as “saturation efficiency”. This concept and the associated issues are discussed in further detail in Water Distribution Methods. Since the incoming air stream will be cooled at a constant wet-bulb temperature, the maximum attainable temperature drop is determined by the initial dry bulb temperature and the humidity of the incoming air as seen in Figure 2. The process moves the state of the air from “inlet” to “outlet” along the wet-bulb line, which creates the assumption that no other methods of heat transfer are affecting the airflow.

Figure 1. Basic layout of a DEC cooler.

Figure 2. Psychometric process of DEC.
The methods of evaluating and predicting the performance of EC systems often exclude the layout of the EC system being analyzed. The inclusion of stating the physical layout of the analyzed systems is imperative to fully define the characteristics of each system. Furthermore, the equations to determine the efficiency of these systems vary among previous research efforts. This creates inconsistencies in the continual improvement of the involvement of EC systems in various applications.

The performance evaluation of EC systems is determined by design parameters affecting the thermodynamic process. How the evaluation process is described depends on the type of approach or model used, which is reviewed and presented in this paper. There are many ways to characterize EC systems based on the components and conditions that make up the systems, however there are limited resources that help to distinguish how these characteristics perform given the application. The ability to model the operating conditions of each component of an EC system would provide insight into the design of the components and layout of these systems. This review serves the purpose of providing a comparison of systems and applications with focus on the models for media performance, as a means of defining characteristics of current research efforts on DEC systems.

**THERMODYNAMIC ANALYSIS OF DEC SYSTEMS**
The performance of a DEC system is determined by the ability to modify the thermodynamic properties of the air as it exits the system. The measure of efficiency may be approached in different ways, therefore uniformity among presented results should be considered based on the method of analysis of the system. In Table 1, the various equations used to determine the efficiency are represented, along with the researchers that support the equation.

<table>
<thead>
<tr>
<th>Property</th>
<th>Equation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>( \varepsilon = \frac{T_{\text{inter}}-T_{\text{outlet}}}{T_{\text{inter}}-T_{\text{wet}}(T_{\text{inter}})} ) (1)</td>
<td>4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17</td>
</tr>
<tr>
<td>Humidity Ratio</td>
<td>( \varepsilon = \frac{\Delta w_{\text{inlet}}-\Delta w_{\text{outlet}}}{\Delta w_{\text{inlet}}-\Delta w_{\text{maximum}}} ) (2)</td>
<td>18, 19</td>
</tr>
<tr>
<td>Enthalpy</td>
<td>( \varepsilon = \frac{h_{\text{outlet}}-h_{\text{inlet}}}{h_{\text{inlet}}-h_{\text{wet}}} ) (3)</td>
<td>20</td>
</tr>
<tr>
<td>Exergy</td>
<td>( \varepsilon = \frac{h_{\text{outlet}}-h_{\text{outlet}}+T_{\text{inlet}}(h_{\text{inlet}}-h_{\text{wet}})}{h_{\text{inlet}}-h_{\text{wet}}+T_{\text{inlet}}(h_{\text{inlet}}-h_{\text{wet}})} ) (4)</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Efficiency equations and references.

As seen from Table 1, the most common method of determining the efficiency of a DEC is based on temperature. For this case, the performance is better called effectiveness as it compares the inlet and outlet air dry-bulb temperatures with the maximum possible change in air dry-bulb temperature, which is also called wet-bulb depression. This approach only considers the effects on the airflow and does not state the quality of the supplied water to the system. As a result of this, for a specific airflow rate and air inlet condition, the DEC system may perform inconsistently based on the inlet temperature of the water being supplied to the system. The humidity ratio approach is less common throughout research. This may be due to methods of measuring humidity, as well as its associated accuracy, in comparison to the simplicity of temperature measurements. The psychometric performance evaluation of the system using the enthalpy approach considers temperature and humidity of the airflow for a more extensive approach in determining the efficiency of the DEC system. The exergy approach, stated in the review by S. R. Pinar Mert Cuce et al, follows the same ideology as the enthalpy approach, but adds an exergy destruction term. Exergy destruction is directly related to the second law of thermodynamics and describes the system’s irreversible losses. This provides an added element of reliability to the statement of the system’s operation and efficiency.

**Coefficient of Performance**
The coefficient of performance of a DEC thermodynamic process relates to the amount of cooling from the evaporative cooling effect and the power used by the system, which is associated to the fan and water pump. For EC systems, the input energy to system typically is associated to the pump work and the fan work; however, the standard form of the equation applies to all the research included in this review, as seen in Equation 1.

\[
COP = \frac{Q_{\text{ev}}}{\Sigma W}
\]

Equation 1.

For the COP equation, \( Q_{\text{ev}} \) represents the effective heat exchange performed by the system and \( \Sigma W \) is the summation of all the work inputs to the system. As can be noticed, the \( COP \) is a measure of the system performance and the effectiveness is a measure
of the efficiency of the psychrometric process, which defines the cooling capacity. As expected, there was no difference in how the COP was determined among authors.

**Input Parameters**

To determine a DEC system’s performance, the measured and controlled variables that describe the inlet conditions of the system must be defined. The various subsystems of a DEC system can be divided into three main areas: airflow, water distribution, and EC media. To accurately define the state of the airflow entering and exiting a DEC system, the psychometric properties and the flow rate must be stated. As seen in **Table 2**, the defining factors used in research can be separated by the airflow’s input variables.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Symbols</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature, Humidity Ratio and Velocity</td>
<td>$T_{inlet}, \omega, V_{inlet}$</td>
<td>4, 5, 13, 14, 17, 18, 22</td>
</tr>
<tr>
<td>Temperature, Humidity Ratio, and Volumetric Flow Rate</td>
<td>$T_{inlet}, \omega, V_{inlet}$</td>
<td>8, 15</td>
</tr>
<tr>
<td>Temperature, Velocity, and Molar Concentration</td>
<td>$T_{inlet}, V_{inlet}, C_{A,in}$</td>
<td>9, 11</td>
</tr>
<tr>
<td>Temperature, Humidity Ratio, Pressure, and Specific Enthalpy</td>
<td>$T_{inlet}, \omega, P, h_a$</td>
<td>20</td>
</tr>
</tbody>
</table>

**Water Distribution**

The water distribution subsystem consists of many different components that impact the performance of a DEC system. This includes the supply water, the pump, and the method of distributing the water. The defining qualities of the water as part of a DEC system are the temperature and the mass flow rate. Although well known, the associated formula for pump work is given to illustrate its consistent use among researchers and is shown in **Equation 2**.

$$ W = \frac{Q_w \rho_w H_p g}{\eta_{pump}} \quad \text{Equation 2.} $$

In Equation 2, $Q_w$ represents the volumetric flow rate of the water, $\rho_w$ describes the water’s density, $H_p$ is the total head, $\eta_{pump}$ is the total efficiency of the pump, and $g$ is gravity.

**EC Media Input Characteristics**

The performance of the media used in DEC systems is also described by many different parameters which, as stated before, creates a divide in how the DEC media is classified among researchers. **Table 3** shows the various terminology and data used to describe a material’s effectiveness.

<table>
<thead>
<tr>
<th>Terminology</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturation Efficiency</td>
<td>22</td>
</tr>
<tr>
<td>Unity Wettability Factor</td>
<td>6</td>
</tr>
<tr>
<td>Cooling Capacity</td>
<td>8</td>
</tr>
<tr>
<td>Heat Transfer Coefficient</td>
<td>9</td>
</tr>
<tr>
<td>Mass Transfer Coefficient</td>
<td>9</td>
</tr>
<tr>
<td>Water Absorption Capacity</td>
<td>10</td>
</tr>
</tbody>
</table>

It should be stated that the differences in terminology of the effectiveness of EC media primarily stems from the goal of the research. However, the various methods of describing the performance lack consistency and uniformity in the research reviewed.

**EVAPORATIVE COOLING MEDIA**

The main component of the DEC system is the media that defines the area of heat and mass transfer for the air flowing through the media, resulting in a reduction in air temperature in conjunction with an increase in humidity. The evaporative media can be broken down into certain controlled characteristics that impact a DEC system’s efficiency:
1. Material
2. Cross Sectional Area
3. Thickness
4. Shape

Each of these characteristics play a role in how the media performs based on the given application. Manipulation of these characteristics can result in an increase in efficiency; however, the system may be penalized by an increase in undesirable qualities such as pressure drop. The optimal arrangement of these variables can allow the system to achieve its purpose with minimal negative qualities.

The DEC pad’s material and shape affect performance parameters such as saturation capacity and pressure drop. Losses in efficiency are introduced in many ways, such as when the material is unable to saturate completely and requires a greater flow rate to keep the contact surfaces moist. The shape and size of the material also introduces losses to the system by increasing the pressure drop. Pressure drop decreases the overall efficiency of the system by requiring more power to achieve the desired rate of airflow through the system. Of the four characteristics of DEC pads, the material has a great influence on the others due to material constraints and manufacturing abilities. The materials found to be used in the literature reviewed for this study are further analyzed and compared in the following section.

Material:
Evaporative cooling pads can be broken down into the three main categories: rigid pads, fiber pads, and package/fill pads. The primary reason for experimentation with different materials or types of pads is to attempt to find materials with greater saturation capacity, which correlates to heat and mass transfer to the airflow across the media.

Rigid Pads:
Rigid pads most commonly consist of a series of individual sections of material, which are formed to a specific shape to optimize surface area and assembled with an adhesive of joining process that affect the materials pressure drop and air flow characteristics. Figure 3 shows the relative geometric properties of this type of pad.

![Figure 3. Geometric properties of rigid pads](image)

A major benefit of rigid pads is the inherent ability to design shape profiles for a specific application. As the most used rigid media currently being researched, CELdek has numerous studies on sizing systems based on airflow requirements. Figure 4 represents the performance of this type of rigid pad comparing different thicknesses, over a wide range of flowrates.
Figure 4 follows the curve fit equation represented in Equation 3, with input variables being the thickness, depth of the pad, and the incoming air velocity.

\[
\varepsilon = 0.792714 + 0.958569t - 0.25193v - 1.03215t^2 + 0.0262659v^2 \\
+ 0.914869(t \ast v) - 1.48241(v \ast t^2) - 0.018992(v^3 \ast t) + 1.13137(t^3 \ast v) \\
+ 0.0327622(v^3 \ast t^2) - 0.145384(v^2 \ast t^3)
\]

Equation 3.

Fiber Pads
Fiber pads primarily consist of organic or synthetic materials that are woven together and joined using an adhesive or a joining process. These pads have attributes that can be controlled through the manufacturing process, such as thickness, cross-sectional area and spacing of the fibers. This allows the designer to control characteristics such as the pad’s potential for saturation capacity, pressure drop and airflow capacity. Common materials used in fiber pads include vegetable fibers, textile fibers or woven fabrics, paper, wood, plastic, or stone. A common fiber pad used in the industry is produced by AirCare and is shown in Figure 5.

Figure 5. Fiber pad produced by AirCare.
It should be noted that only one of the researchers included in this review generated a predictive model using this material as a DEC media\textsuperscript{17}.

**Package/Fill Pads**

Package pads, otherwise known as fill pads, use less structured materials contained within a case to distribute the flow through the media. The media used to fill the case usually consists of porous and inorganic materials, such as volcanic stones or expanded clay. The casing material is constructed with plastic or metal mesh. This limits the restrictive qualities contained with most media pads and allows flow through the structure depending on the type of media contained within the casing\textsuperscript{3}. This type of pad lacks manufactured options within the market and no researchers in this review provided predictive modeling using this specific type of DEC media pad.

**DIRECT EVAPORATIVE COOLING PAD MODELS**

The implications of DEC systems are expanding as research continues and advancements in manufacturing capabilities increase. The type of EC model used in each application has the potential to alter the determination on if the DEC system is a viable enhancement or a detriment. The use of desiccant systems may be beneficial for systems utilizing rigid media pads, however, may not have a significant effect on other types of media pads. Through a review of the many different applications of DEC systems in current research, the progress of DEC in the future of HVAC and efficient heat exchange systems may be optimized.

As a starting point to discuss the models for analyzing DEC, the authors want to clarify that, when possible, the models were classified as data-driven, engineering, or hybrid models. The data-driven models are those that use any type of statistical approach such as regression analysis, artificial intelligence such as neural networks, or support vector machines among others. The engineering models use physical principles describing the natural phenomena affecting system behavior. The hybrid or grey models are a combination of the previous two, which are developed when the physical information of the system does not allow defining the system completely and the parameters needed for a full description of the system are obtained by statistical analysis. As for any model that is not developed from a pure analytical analysis, experimental data is needed for validation. In this sense, it is important to consider the ANSI/ASHRAE Standard 133-2015 Method of Testing Direct Evaporative Air Coolers\textsuperscript{24} as a reference when performing experiments. This is particularly important regarding accuracy for air parameters such as temperatures, air flow, water flow, and pressure drop.

**Data Driven Models:**

Data driven models are those formulated based strictly on experimental data obtained from physical testing. These models are often dependent on the characteristics of the physical setup associated with the experiment, therefore should be carefully considered when conducting further research.

The Engineering Reference\textsuperscript{25} of the whole building energy simulation program EnergyPlus\textsuperscript{26} uses a multi-variate least squares curve fit to estimate the saturation efficiency (\(\epsilon\)) as a function pad face velocity (\(\text{Airvel}\)) and pad thickness (\(\text{Depth}\)). The coefficients of the third order quadratic curve fit shown in Equation 4\textsuperscript{28} were obtained using data from the manufacturer of the CelDek rigid media pad.

\[
\epsilon = 0.792714 + 0.958569(\text{Depth}) - 0.25193(\text{Airvel}) - 1.03215(\text{Depth}^2) + 0.0262659(\text{Airvel}^2) + 0.914869(\text{Depth} \times \text{Airvel}) - 1.48241(\text{Airvel}^3) - 0.018992(\text{Airvel}^3 \times \text{Depth}) + 0.327622(\text{Airvel}^3 \times \text{Depth}^2) - 0.145384(\text{Depth}^3 \times \text{Airvel}^2).
\]  

Equation 4.

In the experimental process performed by M.C. Ndukwu et al.\textsuperscript{17}, a modeling equation was used which was based on physical data for the different materials used in the experiment. The variables included in the model were inlet air temperature, wet bulb temperature, relative humidity, mass flow rate of the air, and volume of the humidifier as shown in Equations 5-7. The output of the equation is the outlet air temperature of the DEC system.

\[
T_e = T_{ab} - [(T_{ab} - T_w)(0.226 - 0.0094\omega + 2.55\tilde{m}_a + 0.00203V_h)]
\]  

Equation 5.

\[
\text{Jute Fiber: } R^2 = 0.81
\]
Research performed by Qi Zhang et al. describes a numerical model that is a tested and validated expansion of the physical experimentation tested by Yan et al. The authors use computational geometry based on the EC media “CELdek 7060”, which is implemented with associated equations into a finite element software. The simulation follows logarithmic distribution laws for the temperature layers of grid node layouts. A SIMPLE algorithm is used for the analysis and the turbulent model is consistent with a Gaussian process that feeds a neural network to predict system performance.

Research performed by Xiangjie Chen et al. as a numerical validation of previous research performed by Xiangjie Chen et al. The membrane-based DEC system was modeled in the COMSOL Multiphysics environment and solved by using three physical models: the heat transfer mode, the laminar flow mode, and the transport of diluted species mode. The temperature, concentration, and the velocity fields of the domain were solved simultaneously in the simulation.

Research on the application of hollow fiber membranes in EC systems was performed and modeled by Weichao Yan et al. As a nontraditional form of evaporative cooling, the typical dimensions of the evaporative cooling media are replaced with descriptive dimensions of the membrane being used in the experimental process. This creates additional input parameters to the predictive modeling shown in outlet temperature and relative humidity Equations 10-11. The equations also have associated parameters outlining the constraints of each element within the applicable range of modeling within the research paper. The parameters in Equations 10-11 are temperature ($T$), relative humidity ($RH$), velocity ($v$), length ($L$), diameter ($d$), thickness ($\delta$), packing fraction ($\varphi$), and water – air ratio ($\mu$).
The idea of this section is to refer and briefly describe the different types/arrangements found as source of models. For example, pad material, water delivery system, and the size of the media pad. The literature reviewed in this research is displayed in Physical Model Experimental Structure.

The purpose of this research was to review the performance models of DEC systems. The review of this material allows for the DISCUSSION & CONCLUSION

The idea of this section is to refer and briefly describe the different types/arrangements found as source of models. For example, from the first set of papers:

<table>
<thead>
<tr>
<th>MODEL</th>
<th>EVAPORATIVE MEDIA</th>
<th>WATER DELIVERY</th>
<th>MEDIA SIZE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground source direct evaporative cooling</td>
<td>Not Stated</td>
<td>Pulverized nozzles</td>
<td>Not Stated</td>
</tr>
<tr>
<td>Evaporative cooling with pre-dehumidification with activated carbon fiber</td>
<td>GLASdek7090</td>
<td>Spray nozzles</td>
<td>500 mm × 400 mm × 300 mm</td>
</tr>
<tr>
<td>Evaporative cooling with post-dehumidification Aluminophosphate zeolite zeolite</td>
<td>Cellulose coated with AlPo zeolite desiccant</td>
<td>Spray nozzle</td>
<td>200 mm × 200 mm × 198 mm</td>
</tr>
<tr>
<td>Regenerative Evaporative cooling</td>
<td>Kraft Paper</td>
<td>Not stated</td>
<td>1200mm x 80mm x 5 mm gap thickness</td>
</tr>
<tr>
<td>Various Cross-Sectional Metal Sheet Shapes</td>
<td>Aluminum</td>
<td>Perforated distribution tube/pipe</td>
<td>700mm x 700mm x 200mm</td>
</tr>
<tr>
<td>Desiccant assisted cooling systems</td>
<td>Wood Chips, Yellow Stone, Pumice, Eucalyptus Fibers, Vermiculite</td>
<td>Spray Nozzle</td>
<td>240mm Diameter x 50mm</td>
</tr>
<tr>
<td>Performance Enhancement of DE building</td>
<td>Corrugated Cellulose Fibers, “beehive” structure</td>
<td>Steel pipe with evenly spaced holes</td>
<td>335mm x 390mm x (35,70,105,140) mm</td>
</tr>
<tr>
<td>Numerical Simulation</td>
<td>CELdek7060</td>
<td>Distribution Pipe</td>
<td>300mm x 200mm x 28mm</td>
</tr>
</tbody>
</table>

Table 4. Models of DEC systems.

**DISCUSSION & CONCLUSION**

The purpose of this research was to review the performance models of DEC systems. The review of this material allows for the methodology of each researcher to be compared based on similarities and differences. The defining characteristics of the DEC systems, the setups and types of media, and methodology of model generation all impact the cohesiveness of research efforts. As discussed, the equations defining cooling efficiency as well as the input parameters used in various literature lack consistency, which limits the amount of comparable data for the different processes. The approach taken by researchers, as stated in the literature, was to describe processes in a manner that was deemed suitable per given application, which resulted in widespread variance. The “hybrid” direct evaporative cooling pad models outnumbered the amount of solely data driven models and engineering models. This states that the majority of researchers use experimental data to either validate the performance models or aid in the derivation of a mathematical model. Throughout the reviewed literature, there are numerous researchers testing various DEC topologies and media, however none of them provided modeling for performance based on the described parameters. This study shows the need of the search of general accepted method for development of models for DEC systems, which prevalence is toward hybrid models.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>COP</td>
<td>Coefficient of Performance</td>
</tr>
<tr>
<td>DEC</td>
<td>Direct Evaporative Cooling</td>
</tr>
<tr>
<td>EC</td>
<td>Evaporative Cooler</td>
</tr>
<tr>
<td>T</td>
<td>Temperature (°C)</td>
</tr>
<tr>
<td>P</td>
<td>Pressure</td>
</tr>
<tr>
<td>RH</td>
<td>Relative Humidity</td>
</tr>
<tr>
<td>(\epsilon)</td>
<td>Effectiveness</td>
</tr>
<tr>
<td>(\varrho)</td>
<td>Density</td>
</tr>
<tr>
<td>(h)</td>
<td>Enthalpy</td>
</tr>
<tr>
<td>(W_p)</td>
<td>Pump Work</td>
</tr>
<tr>
<td>(W_f)</td>
<td>Fan Work</td>
</tr>
<tr>
<td>(\omega)</td>
<td>Wet bulb</td>
</tr>
<tr>
<td>(m)</td>
<td>Mass Flow Rate</td>
</tr>
</tbody>
</table>
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PRESS SUMMARY
This study reviews current literature on direct evaporative cooling and how predictive modeling is derived. The thermodynamics properties, evaporative cooling media, and types of models discussed aim to provide insight in future research efforts as to the most common and effective practices. Consistency among research allows for advancements in evaporative cooling technologies at a much faster rate.
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ABSTRACT
This study addresses claims made by two theories—the Alternative Projection and Verb Sensitive approaches—regarding an interpretation of possession attributed to certain ditransitive constructions. The Alternative Projection approach argues that an interpretation of possession is only available in the double object (DO) pattern expressed by English ditransitive verbs (1a) and is not available in the prepositional (PP) pattern (1b). The Verb Sensitive approach argues that this possession interpretation is either available for both the DO and PP patterns, or for neither pattern, depending on the class of ditransitive verb with which the patterns occur.

(1a) The salesperson gave the young farmer the grain mixture.
(1b) The salesperson gave the grain mixture to the young farmer.

Both approaches posit a possession interpretation of the DO pattern across all ditransitive verbs. This study tests to what degree native English speakers interpret a meaning of possession from the DO and PP patterns through an online survey with 88 participants. Ditransitive verbs from five semantic classes are analyzed to determine if the interpretation of possession varies based on use of the DO or PP pattern (Alternative Projection) or by the semantic class of the verb (Verb Sensitive). The results do not support the Alternative Projection approach. The results suggest partial support for the Verb Sensitive approach, as semantic classes do not entirely follow the pattern predicted by this approach. Further, judgements reported in this study contradict some judgements reported in the literature, highlighting the importance of quantitative studies in evaluating theoretical claims.

KEYWORDS
Ditransitives in English; Ditransitive Verbs; Survey; the Dative Alternation; Semantics; Verb Semantics; Alternative Projection approach; Verb Sensitive approach

INTRODUCTION
Ditransitives are a type of verb which allow two complements. In English, many, though not all, ditransitive verbs exhibit a behavior known as the dative alternation in which the order of the complements following the verb may alternate.3,4 The two complements in ditransitive constructions have different functions; there is the theme and the intended recipient of that theme.3 In (1a), the recipient (the young gymnast) precedes the theme (some practice equipment), and both complements are expressed as noun phrases. This contrasts the reversed order of the complements in (1b), where the recipient, now expressed through a prepositional phrase headed by the preposition to, follows the theme, which is still a noun phrase.

(1a) The retiring athlete sold the young gymnast some practice equipment.
(1b) The retiring athlete sold some practice equipment to the young gymnast.

The ditransitive construction represented in (1a) is known as the double object (DO) pattern and the construction represented in (1b) is the prepositional (PP) pattern. Verbs that allow both the pattern in (1a) and (1b) exhibit the dative alternation. This terminology is used for English, even though there is no morphological dative case in English.

While ditransitive verbs are attested cross-linguistically,4 the dative alternation is less widespread.5 In a study conducted by Siewierska (1998), only around 6% of the 219 languages sampled had the dative alternation. The exact expression and scope of the dative alternation is contingent upon language-specific features.4 For instance, some languages have only a small number of ditransitive verbs, while other languages, such as English, possess an extensive class of ditransitives.4 In addition to language-specific features, there are a number of factors that are attested across different languages to impact both speakers’ choice.

Uncited examples are experimental items from this study.
between the two patterns as well as the acceptability\(^8\) of the two patterns.\(^6\),\(^8\) Key factors influencing the dative alternation include characteristics of the complements such as their length and complexity, whether they are animate or not, and if they are new information to the speaker.\(^6\),\(^9\) These factors may result in (1) an otherwise acceptable pattern becoming unacceptable when those factors are in effect and vice versa or (2) a seeming preference for one pattern over the other, even if both patterns are still acceptable. For instance, in cases such as (1) where both the DO and PP patterns are available, speakers still choose between which of the two patterns to use. What motivates speakers’ choice of the DO or PP pattern? This is an area of extensive but inconclusive research. The Introduction provides a brief overview of the literature on key cross-linguistic factors that influence the availability as well as the usage of the DO and PP patterns, before a second, related question is discussed. Do the different patterns have different meanings? This question is the target of this study.

A set of correlated features of the complements—animacy, definiteness, pronominality, and given vs. new information—affect the order of the recipient and the theme relative to each other, and thus, which pattern speakers use.\(^6\),\(^10\) If one complement is more animate, definite, pronominal, and/or given (information already known to the speakers) than the other, it tends to precede it in the sentence.\(^11\) In ditransitive constructions more broadly, recipients tend to be animate, if not human, and given information, while themes are frequently inanimate, new information.\(^12\),\(^13\) This behavior favors the word order of the DO pattern. Indeed, in a corpus study by Bresnan et al. (2007), DO constructions were found to be eight times more likely than PP constructions to have given information before new information. Correspondingly, Bresnan (2007) reports that DO constructions with pronominal recipients occur at a higher frequency than those with full noun phrases (e.g. a can of beer, John) in corpus data. Studies on corpus data further suggest that speaker judgements do not always align with judgements reported in the theoretical literature, and that theoretical literature may not fully capture the range of constructions acceptable to speakers in more naturalistic environments.\(^10\)

The animacy of the recipient has another effect on the acceptability of the DO pattern, as shown in (2), with the ditransitive verb sent. In the PP pattern, the use of both the animate recipient Sue (2a) and the inanimate recipient Philadelphia (2b) results in acceptable sentences. However, the DO pattern is not acceptable with the inanimate Philadelphia (2d). The only interpretation in which (2d) becomes licit is one where Philadelphia is represents an organization or some other group of people—that is, an interpretation where Philadelphia is actually animate.\(^14\)

(2a) The editor sent the article to Sue. (Harley, 2002: 7)
(2b) The editor sent the article to Philadelphia. (Harley, 2002: 7)
(2c) The editor sent Sue the article. (Harley, 2002: 7)
(2d) The editor sent Philadelphia the article. (Harley, 2002: 7)

Harley (2002) attributes the unacceptability of an inanimate recipient in the DO construction to a difference in meaning between the two patterns, wherein the DO pattern has a meaning of possession, and the PP pattern has a meaning of motion. Both animate and inanimate recipients are compatible with the meaning of motion in the PP pattern; however, successful transfer of possession, as argued to be encoded by the DO pattern, requires an animate recipient. That is, the physical entity of the city of Philadelphia is incapable of possessing the article. Harley (2002) attests this distinction between the DO pattern introducing a meaning of possession and the PP pattern introducing a meaning of motion across all ditransitive verbs that allow the dative alternation. This approach is known as the Alternative Projection approach.\(^14\),\(^15\),\(^16\)

A paper by Rappaport Hovav and Levin (2008), however, notes different behavior in ditransitive constructions with regards to the meaning of possession. For instance, Rappaport Hovav and Levin (2008) and Beavers (2011) point out the following pattern of behavior for the verb give and for other verbs within the same semantic class of ditransitives (hand, lend, loan, etc.): when both the DO pattern (3a) and PP pattern (3b) are followed by a clause denying a successful transfer of possession of the theme to the recipient, the sentence is less acceptable. This suggests that, at least for this set of ditransitive verbs, ditransitive constructions with both the DO and PP pattern have a meaning of possession. This approach is known as the Verb Sensitive approach.\(^2\),\(^3\)

(3a) #John gave/handed Mary the salt, but he dropped it before she got it. (Beavers, 2011: 10)
(3b) #My aunt gave/lent/loaned some money to my brother for new skis, but he never got it. (Rappaport Hovav and Levin, 2008: 37)

\(^8\)Acceptability is a distinct metric from grammaticality. Acceptability differs from grammaticality in that it is a measure of speakers’ performance of a language and is directly testable. Speakers’ judgements on the acceptability of items inform grammaticality, which concerns the abstract rules that make up a language. This study tests the acceptability of ditransitive constructions but not the grammaticality.

\(^{10}\)The (?) and (#) in front of an item indicate respectively that the item is not fully licit or is ill-formed. An (*) in front of an item indicates a fully unacceptable item that violates the rules of a language’s grammar.
Notably, the unacceptability of (2d) and (3) occurs when the givenness and complexity of the complements are controlled for, indicating that variations in those features cannot account for this unacceptability.

Both the Alternative Projection and Verb Sensitive approaches agree that certain ditransitive constructions have a meaning of possession; however, they diverge in regard to the source of the possession meaning. Namely, the Alternative Projection approach argues that a possession interpretation stems from the DO pattern and is thus available only in this pattern, whereas the Verb Sensitive approach argues that the possession interpretation stems from the verb and is such either available for both the DO and PP patterns or available for neither pattern depending on the ditransitive verb that the patterns occur with. That is, according to each theory respectively, either the DO and PP constructions pattern differently regarding a meaning of possession, or different classes of ditransitive verbs pattern differently in regard to a meaning of possession.

There is a difference as well in the scope and means of argumentation between the Alternative Projection and Verb Sensitive approaches. The Alternative Projection approach posits that the difference in meaning between the DO and PP patterns is determined by their different structures. This is a primarily syntactic distinction, and studies under the Alternative Projection approach often concentrate on determining the syntactic structure of the DO and PP constructions. As the Verb Sensitive approach attributes the entailment of possession to the core meaning of the verb, it more so focuses on the semantics of ditransitive constructions. The orientation of both of these studies, however, is primarily theoretical in nature, and as such, neither of these studies provides quantitative results as to the entailment of possession in patterns or verb classes.

Indeed, many approaches to verb meaning in linguistics posit a distinction between the core meaning of the verb, which applies to all uses of that verb regardless of context, and the meaning of the construction representing the event, in this specific case, the DO and PP patterns. Under both the Alternative Projection and Verb Sensitive approaches, the inherent meaning of the DO construction by itself is possession. However, in the Verb Sensitive approach, the possession encoded by the DO pattern is actually prospective possession, meaning that possession of the theme by the recipient only needs to obtain in some possible worlds, not necessarily the actual world. Rather, in the Verb Sensitive approach, certain verbs, whose core meaning entails actual possession, subsume the independent meaning of the DO and PP pattern, such that when the DO and PP patterns occur with this given verb, both patterns have an interpretation of actual, obtained possession. These two approaches further diverge with respect to the meaning of the PP pattern. While the Alternative Projection approach argues that the PP pattern has a meaning of motion, the Verb Sensitive approach expands on the potential meanings of the PP pattern to be motion or possession. The availability of these interpretations depends on which class of ditransitive verb the PP pattern occurs with. Notably, this meaning of possession in the PP pattern is only ever prospective; under the Verb Sensitive approach, actual entailment of possession, such that its denial is infelicitous with the meaning of the entire ditransitive construction, stems only from the verb itself. Further, the Alternative Projection approach is not uniform in its claims on the meaning of the two patterns. While Harley (2002) and Krifka (1999), among others, attest that the DO construction entails actual possession, Harley and Jung (2015), a later paper under the Alternative Projection approach, adopts the proposal from Beavers (2011) that the possession meaning of the DO pattern is solely prospective, and thus can be denied. This study focuses on the claims made by earlier papers under the Alternative Projection Approach, such as Harley (2002) and Krifka (1999), although there is further discussion of Harley and Jung (2015) in the Discussion.

Building on existing English verb classification schemes developed by Pinker (1989) and Levin (1993), the Verb Sensitive approach groups ditransitive verbs into semantic classes based on the general meaning they have. This study focuses on five semantic classes drawn from Rappaport Hovav and Levin (2008) and Beavers (2011), both papers arguing in support of the Verb Sensitive Approach: Giving, Future Having, Communication, Instrument of Communication, and Motion. The meaning of the DO and PP patterns for a given verb depends on which of these five classes the verb belongs to. For verbs in the Giving class only, the inherent possession meaning of the verb subsumes the independent meaning of the DO and PP constructions.

Although the exact meaning of a verb varies, verbs in the Giving category all inherently signify acts of giving. None of the remaining classes of verbs inherently entail a meaning of successful possession. Verbs in the Future Having class signify acts of future giving or possession, and verbs in the Communication class are verbs of communicated message. Instrument of Communication verbs have a meaning of communicated message through a specific instrument (a phone, fax machine, etc.) and Motion verbs have a meaning of sending motion or an instantaneous causation of ballistic motion.

This study targets arguments made by the Alternative Projection and Verb Sensitive approaches that in certain ditransitive constructions a meaning of possession is entailed. Specifically, this study tests whether the DO pattern entails possession while the PP pattern does not or whether Giving verbs entail possession for both patterns while other classes do not. The aims are twofold. First, judgements reported in the literature by Rappaport Hovav and Levin (2008) and Beavers (2011) are checked through experimental methodology to see if they are corroborated by speakers. The second goal is to ascertain which theoretical approach best accounts for variation in pattern in English ditransitives. Participants went through a two-step process of rating experimental items in an online survey. First, they rated a ditransitive construction with either the DO or PP pattern. Then, they were prompted with a clause that denies any potential transfer of possession that could be entailed in the ditransitive construction
(either through the verb or the DO pattern). Speaker judgements on the ditransitive constructions from the first set of experimental items are predicted to conform to attested acceptability judgements from the literature. However, participants’ judgements on the acceptability of the second set of experimental items is the target of the core research question. If the data are in line with the Alternative Projection approach, and the DO pattern entails possession while the PP pattern does not, the behavior detailed in (4) is expected. If the Verb Sensitive approach holds true, however, the data should exhibit all of the three behaviors described in (5). As the Verb Sensitive approach argues for an analysis of ditransitives based on the class of ditransitive verb, analyzing ditransitives by their category rather than solely as individual verbs allows us to test the Verb Sensitive approach in addition to the Alternative Projection approach.

(4) Denial of Possession will not be possible following the DO pattern, since the DO pattern entails possession, and the PP pattern has a meaning of motion.
(5a) Denial of possession will not be possible after both the DO and PP patterns in the Giving class.
(5b) Denial of possession will be possible following both the DO and PP patterns in the Future Having, Communication, Instrument of Communication, and Motion classes.
(5c) Denial of possession after both the DO and PP patterns will be rated significantly worse in the Giving class than in the Future Having, Communication, Instrument of Communication, and Motion classes.

Notably, for there to be sufficient evidence to fully support the Verb Sensitive approach, all three predictions must be attested in the data.

METHODS AND PROCEDURES
Eight-eight participants between the ages of 18 and 35 took part in an online survey administered through Qualtrics. All participants were native English speakers and had not taken linguistics classes. Upon completion of the survey, participants were compensated with a $20 gift card. The experimental design consisted of two steps: an initial set of ditransitive sentences and a follow-up set of denial of possession clauses. Participants were first presented with a ditransitive clause, containing either a DO construction or a PP construction. Participants rated the acceptability of this initial sentence on a 1-7 Likert scale. If participants rated the sentence as a 4 or higher, they were prompted with a follow-up clause denying any potential transfer of possession entailed in the initial ditransitive sentence. The follow-up clause was not ditransitive. The overall structure of the initial item and the follow-up item (underlined) is shown for the DO pattern (6a) and PP pattern (6b).

(6a) Nicolas handed his baby sister a giant lollipop… but their dad snatched it away before she could grab it, and the little girl looked longingly at the lollipop.
(6b) Nicolas handed a giant lollipop to his baby sister… but their dad snatched it away before she could grab it, and the little girl looked longingly at the lollipop.

In order to ensure that the participants rated the denial of possession clause as a continuation of the initial ditransitive construction, the initial item was presented along with the follow-up item in the prompt, and participants were specifically instructed to rate how natural they found the follow-up clause as a continuation of the initial item. Participants were also given practice items at the beginning of the survey. The online survey consisted of 30 target items, counting the initial ditransitive sentence and its follow-up as a single unit. As the Verb Sensitive approach focuses on the behavior of classes of ditransitives, 30 ditransitive verbs evenly distributed across five semantic classes were tested, adapted from Rappaport Hovav and Levin (2008) and Beavers (2011). These classes are Giving, Future Having, Communication, Instrument of Communication, and Motion (Table 1). Further, the experimental items were constructed in a similar format to examples from Rappaport Hovav and Levin (2008) and Beavers (2011), so as to test if those judgements are corroborated by speakers (see (3)).

| Giving (G) | Hand, Give, Land, Sell, Rent, Pay |
| Future Having (FH) | Offer, Grant, Give, Promise, Allocate, Befriend |
| Communication (COM) | Show, Write, Teach, Tell, Explain, Announce |
| Instrument of Communication (IC) | Email, Email 2, Text, Text 2, Telegraph, Fax |
| Motion (M) | Send, Send 2, Forward, Kick, Toss, Throw |

Table 1. Semantic classes of ditransitive verbs based on Rappaport Hovav and Levin (2008) and Beavers (2011).

Each ditransitive verb in the survey had two separate entries: one with the DO pattern and one with the PP pattern. For a given ditransitive verb, participants were presented with either the DO pattern or the PP pattern. That is, no single participant was presented with both patterns for the same verb. In total, participants encountered 15 DO constructions and 15 PP constructions. The order of the experimental items was randomized for each participant. This survey tested the relative acceptability of each pattern. As a given participant only viewed one pattern per verb, data on the preference of one pattern over the other could not be gathered. Animacy and pronominality, known factors impacting the usage and acceptability of both patterns, were controlled for. All themes were inanimate, all recipients were animate, and no recipient or theme was a pronoun. All ditransitive verbs in
the survey were conjugated in the simple past. In addition to the 30 target items and their corresponding denial of possession clauses, 50 filler items were interspersed throughout the survey. These filler items consisted of various non-ditransitive sentences whose judgements by native speakers are consistent and clearly established. They were a mix of grammatical or ungrammatical as well as plausible or implausible sentences. The filler items served as a check to determine if a participant was defaulting to a certain rating throughout the survey or offering judgements without fully reading the item, and to accordingly allow the removal of that participant’s responses from the analysis. A one-way ANOVA was run through Python; p-values below 0.05 were considered statistically significant.

This study is part of a larger study investigating Icelandic and Faroese ditransitives, with English ditransitives used for comparison, and experimental items were the same across all three languages. Acceptability judgements collected on the initial ditransitive sentences serve two key purposes: (1) to prevent participants who disliked a ditransitive construction from rating the follow-up, and (2) to gather parallel information on all three languages. As Icelandic and Faroese ditransitives are understudied, information on acceptability judgements is particularly crucial. However, the data from English acceptability judgements also yield intriguing findings contributing to the literature. To facilitate this parallel methodology, the verbs send (COM), text (IC), and email (IC) in the English survey had two entries. This is because there are not enough unique verbs in these verb classes in Icelandic and Faroese, so multiple entries for individual verbs were created to ensure an equal number of experimental items in each semantic class. Due to the understudied nature of Icelandic and Faroese ditransitives, further research calibrated to those languages has been conducted.

RESULTS

Initial Ditransitive Sentences

The results support the literature which attests that the dative alternation occurs in this set of ditransitive verbs. Two semantic classes exhibited a significant difference in ratings between the DO pattern and the PP pattern for the initial ditransitive sentences. Participants rated the DO pattern significantly lower than the PP pattern with \( p < 0.001 \) in both the Communication and the Motion classes (Figure 1). The PP pattern was rated significantly higher for six individual verbs: tell, explain, and announce in the Communication class; kick and toss in the Motion class; fax in the Instrument of Communication class. The DO pattern was rated significantly higher for one verb, show, in the Communication class. No other verbs in the Communication and Motion classes exhibited a significant difference between patterns.

Follow-up Denial of Possession Clauses

Data from the follow-up denial of possession clauses do not support the Alternative Projection approach and provide partial support for the Verb Sensitive approach. Denial of possession after the DO construction was not consistently rated significantly lower across all the verbs tested. Participants rated the denial of possession clause following the PP pattern significantly lower in the Motion class \( (p < 0.01) \) (Figure 2). No other semantic classes exhibited a significant difference between the denial of possession after the DO and PP patterns. There were significant differences between follow-up ratings after the DO and PP patterns for some individual verbs. Denial of possession after the DO pattern was rated significantly worse for hand in the Giving class (Figure 3) and for tell in the Communication class (Figure 5). Denial of possession after the PP pattern was rated significantly worse for owe and allocate in the Future Having class (Figure 4). Denial of possession after the PP pattern was rated significantly worse for two verbs, kick and throw, in the Motion class (Figure 6). There was no significant difference in follow-up ratings between patterns for Instrument of Communication verbs as a class or for individual verbs within the class (Figure 7).
The average follow-up ratings after both patterns were lower than the average ratings for the initial experimental items, except for the DO pattern in the Communication class (Figure 1, Figure 2).

**DISCUSSION**

**Initial Ditransitive Sentences**

The results do not indicate preference for either pattern, as an individual participant only encounters either the DO or PP pattern for a given ditransitive, but rather the relative acceptability of each pattern. On the whole, the results corroborate the literature which attests that the dative alternation occurs in this set of ditransitive verbs.² For two verbs in the Communication class, explain and announce, the PP pattern is rated significantly higher than the DO pattern (p < 0.001). Explain and announce do not undergo the dative alternation; the inclusion of these verbs in the survey served as an internal check to assess the reliability of participant
results does suggest that there should be a higher rating of the DO pattern than the PP pattern. However, in the results from this study, only a small percentage of verbs exhibit a significant difference between patterns and frequency of all other verbs in the DO construction. Stefanowitsch and Gries (2003) do not explicitly test the methodology looked for the frequency of a verb in a DO construction in relation to frequency of that verb in all other constructions and frequency of all other verbs in the DO construction. Stefanowitsch and Gries (2003) do not explicitly test the association between these same verbs and the PP pattern; however, the overall strength of association with the DO found in their results does suggest that there should be a higher rating of the DO pattern than the PP pattern. However, in the results from this current study, the PP pattern is rated significantly higher than the DO pattern for *tell* (p = 0.007). While there is no significant difference for *give* and both experimental items for *send*, the average ratings for the PP patterns are higher for all three items. Despite the generally higher acceptability of the PP pattern in the data from this study, only a small percentage of verbs exhibit any significant difference between patterns.

**Follow-up Denial of Possession Clauses**

Ratings for the follow-up items vary extensively across the semantic class of ditransitive and by individual verbs within each class. This variation is not in line with the predictions of this study, as outlined in (4) and (5). The DO construction is not consistently rated significantly lower than the PP construction after denial of possession, and the DO and PP constructions do not pattern the same way across and within verb classes with respect to denial of possession. These patterns offer insight into which approach best fits the data.

Under the Alternative Projection approach, difference in structure results in difference in meaning, and the meanings of the DO and PP patterns generally do not overlap. Only in one class, Motion, is there a significant difference between patterns with denial of possession rated significantly lower after the PP pattern (p < 0.01), suggesting that the PP construction was more strongly associated with possession than the DO construction. Thus, the results do not corroborate predictions from the Alternative Projection approach (see (4)).

According to the Verb Sensitive approach, for no class of ditransitive verb, nor individual verb, should there be any significant difference between the DO and PP constructions in terms of the acceptability, or lack thereof, of denial of possession. Verbs that entail possession, entail it for both constructions, and verbs that do not, entail possession for neither construction. However, as the Verb Sensitive approach posits that different classes of ditransitive verbs pattern differently with respect to the entailment of possession, there should be a significant difference in acceptability of denial of possession between certain classes of verbs. Specifically, should the Verb Sensitive approach hold, the following patterns are expected (5).

(5a) Denial of possession will not be possible after both the DO and PP patterns in the Giving class.
(5b) Denial of possession will be possible following both the DO and PP patterns in the Future Having, Communication, Instrument of Communication, and Motion classes.
(5c) Denial of possession after both the DO and PP patterns will be rated significantly worse in the Giving class than in the Future Having, Communication, Instrument of Communication, and Motion classes.

The data from this study partially supports (5b). Denial of possession is possible after both the DO and PP constructions in the Future Having, Communication, Instrument of Communication, and Motion classes; however, the significantly lower ratings after the PP pattern in the Motion class are not in line with the predictions of the Verb Sensitive approach in (5b). This suggests that the PP pattern entails possession while the DO pattern does not, a behavior attested by neither the Alternative Projection nor the Verb Sensitive approaches. However, the data do not support the predictions in (5a) and (5c). Both (5a) and (5c) concern the behavior of the Giving class. Namely, both hypotheses target the claim that all verbs in the Giving class entail successful transfer
of possession, such that its denial is infelicitous with a key meaning component of the entire ditransitive construction, and that for this reason, any denial of that transfer is unacceptable. Consequently, denial of possession should not be possible within this class (5a) and should be rated significantly lower after both patterns in the Giving class than in the other classes (5c). This is not supported by the data. The average ratings for denial of possession after the DO and PP patterns for the Giving class were 4.86 and 5.05 respectively (Figure 2). which do not meet the threshold for unacceptability of a rating of under 4. Further, denial of possession after both the DO and PP patterns was not rated significantly worse in the Giving class than in the Future Having, Communication, Instrument of Communication, and Motion classes (Figure 2).

The behavior of the Giving and Motion classes is unattested by either the Alternative Projection or Verb Sensitive approaches, and as such, merits a closer examination. While the behavior of both classes as a whole is surprising, individual verbs within these categories also deviate from the predictions of the Verb Sensitive approach. In particular, denial of possession is rated significantly worse after the DO construction than after the PP construction for hand in the Giving class (p < 0.01). Not only is this not in line with the expected behavior of Giving verbs under the Verb Sensitive approach, but this explicitly contradicts examples from Beavers (2011). Namely, Beavers (2011) notes denial of possession to be unacceptable after both the DO (8a) and PP (8b) pattern for hand. Yet, in the results from this study, average ratings for both patterns remain high, particularly in the PP pattern (9; average ratings in brackets). Indeed, the average rating for the follow-up after the PP construction with hand is 6.2, which is markedly higher than the average ratings for either pattern for the other Giving verbs, and indeed, quite high for all verbs tested (Figure 3). This indicates that (1) the DO pattern seems to have more of an interpretation of possession than the PP pattern, and (2) there is a relatively high acceptability of denial of possession after the PP pattern.

(8a) #John gave/handed Mary the salt, but he dropped it before she got it. (Beavers, 2011: 10)
(8b) #Carla handed the money to Norm, but he never received it. (Beavers, 2011: 43)
(9a) Nicolas handed his baby sister a giant lollipop… but their dad snatched it away before she could grab it, and the little girl looked longingly at the lollipop. [5.03]
(9b) Nicolas handed a giant lollipop to his baby sister… but their dad snatched it away before she could grab it, and the little girl looked longingly at the lollipop. [6.2]

These judgements for hand contrast to the judgements for the rest of the verbs in the Giving category. There is some minor variation in the average denial of possession ratings for the remaining Giving verbs, with sell having slightly higher acceptance of denied possession than rent, which is on the lower end of denial of possession ratings for this class (10). Overall, with the exception of band, Giving verbs have lower, but not unacceptable ratings, for denial of possession after both patterns.

(10a) The clerk at the help desk rented the American tourists a car… but their credit card was denied so that they had to leave without the rental car. [4.59]
(10b) The clerk at the help desk rented a car to the American tourists… but their credit card was denied so that they had to leave without the rental car. [4.33]

Similar verb-by-verb variation is attested in the results for the Motion class. While denial of possession after the PP pattern was rated significantly worse for two verbs, kick and throw, there was remarkably minimal variation between the average denial of possession ratings between the DO and PP constructions for the other Motion verbs (Figure 6). While the results for kick are potentially complicated by the low average rating of the initial DO construction at 3.64, only participants that judged an initial ditransitive construction as acceptable proceeded to rate the denial of possession follow-up. Further, Rappaport Hovav and Levin (2008) attest denial of possession after both patterns for hand as acceptable (11), since throw as a verb in the Motion class does not entail possession. However, the results of this study contradict this and indicate that denial of possession after the PP pattern is significantly worse than after the DO pattern (12a), and the average ratings for both constructions in (12b) are towards the lower end of the rating data.

(11) I threw the ball to Julian, but it fell short of him. (Rappaport Hovav and Levin, 2008: 34)
(12a) The excited little girl threw the cute dog a bouncy ball… but the ball ended up on the roof, so the dog never got his ball. [5.68]
(12b) The excited little girl threw the bouncy ball to the cute dog… but the ball ended up on the roof, so the dog never got his ball. [4.57]

Variation in the behavior of individual verbs is not unique to the Giving and Motion classes. Indeed, as mentioned in the Results, a number of verbs (pay and allocate in Future Having and tell in Instrument of Communication) also exhibit significant differences.

This study was designed to evaluate the data based on overall patterns of constructions or verb classes, and as such, there is only a single entry per verb, with the exceptions of send, text, and email. Thus, any discussion of individual verbs, rather than overall semantic classes, is inherently limited.
between denial of possession judgements after the two patterns. Deviation of individual verbs from the predictions of both approaches is unexpected. This variation cannot be accounted for under the Alternative Projection approach, as the entailment of possession stems from the DO construction and is as such is invariant and independent of the verb. Another possible account is that, under the Verb Sensitive approach, entailment of possession is sensitive to individual verbs more so than, or in addition to, overall classes. Yet, if this were the case, even in verbs that varied in the meaning they entail, there would be no significant difference between the DO and PP patterns with regards to possession interpretations. Finally, both Harley and Jung (2015), in a revised Alternative Projection approach, along with Beavers (2011) and Rappaport Hovav and Levin (2008) argue that the DO pattern has a meaning of prospective possession. The behavior of hand and tell, wherein denial of possession is rated significantly worse after the DO construction, is incongruent with these claims.

Certainly, quantitative results from this study indicate that participant judgements on individual experimental items contradict claims made by Rappaport Hovav and Levin (2008) and Beavers (2011) regarding their acceptability. Despite these differences, participants’ ratings of the follow-up clauses do correspond to some judgements reported in Rappaport Hovav and Levin (2008) and Beavers (2011). Denial of possession does not result in unacceptability for send regardless of the pattern both in Rappaport Hovav and Levin (13) and this study (14).

(13a) Lewis sent/shipped Sam a bicycle, but it never arrived. (Rappaport Hovav and Levin, 2008: 42)
(13b) Lewis sent/shipped a bicycle to Sam, but it never arrived. (Rappaport Hovav and Levin, 2008: 42)
(14a) The thoughtful managers sent the hardworking secretary a surprise birthday present… but the mailman misplaced it, and the secretary never got her gift. [5.88]
(14b) The thoughtful managers sent a surprise birthday present to the hardworking secretary… but someone stole the package from the mailroom and the secretary never got her gift. [5.88]

Indeed, as Bresnan (2007) notes, mismatches between judgements reported in the literature and speaker judgements are not uncommon. Acceptability judgements obtained in more naturalistic environments may capture a broader range of acceptable constructions than reported in the literature.

CONCLUSIONS

Extensive theoretical research alongside emerging experimental work attempts to account for the phenomenon of the dative alternation in English. This research is, however, inconclusive, and open questions remain concerning how features of the complements, such as animacy and givenness, and variation in meaning between patterns affect the use and availability of each pattern.2, 3, 7, 10, 16, 19, 20 This study targets the claim that there is a difference in meaning between either the DO and PP patterns or between ditransitive constructions in certain classes of ditransitive verbs. Specifically, this study tests whether the DO pattern entails possession and the PP pattern does not (in line with the Alternative Projection approach) or whether the entailment of possession depends on the overall semantic class of a verb (in line with the Verb Sensitive approach). These two accounts are theoretical in nature; this study uses experimental methodology to test if speaker judgements align with the literature.

The results do not support the Alternative Projection approach but suggest partial support for the Verb Sensitive approach. Denial of possession is not rated consistently significantly worse after the DO construction. Denial of possession is possible after both the DO and PP constructions in the Future Having, Communication, Instrument of Communication, and Motion classes, supporting the Verb Sensitive approach. However, the significantly lower ratings after the PP pattern in the Motion class do not align with the Verb Sensitive approach. Further, denial of possession was in fact, on average, acceptable after both constructions in the Giving class, and neither were the follow-up ratings for the Giving class significantly lower than the other classes. Judgements collected in this study contradicted some judgements reported in the theoretical literature, highlighting the importance of experimental methodology in evaluating theoretical claims.

FUTURE DIRECTIONS

Adjustments to the experimental design of the study could offer greater clarity into the applicability of the Verb Sensitive approach. A reduction in the length of the survey could avoid fatigue on the part of the participants. Further, despite the benefits of collecting separate judgements on the initial ditransitive sentences and the follow-up clauses, the separation of these items is a source of potential confusion to participants. Now that the acceptability of the initial set of ditransitive verbs in both patterns is attested, streamlining the experimental design by combining the initial sentences and follow-up clauses into a single item would more directly target judgements on the denial of possession clauses. Contradictions in judgements on individual ditransitive constructions between this study and the literature underscore the value of quantitative studies. Further, as these deviations on the basis on individual ditransitives remain unaccounted for by either this study or the Alternative Projection and Verb Sensitive approaches, further quantitative studies, with a greater number of experimental items per verb, would be of merit.
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PRESS SUMMARY
English has a large class of verbs, known as ditransitive verbs, that have two complements. Many, though not all of these ditransitive verbs allow for two patterns of expression of their complements (1).

(1a) The salesperson gave the young farmer the grain mixture.
(1b) The salesperson gave the grain mixture to the young farmer.

Double Object (DO) pattern
Prepositional (PP) pattern

At first glance, these patterns seem to be able to alternate freely. However, two competing theories attest that there is a difference in meaning either based on the pattern or the type of ditransitive verb that is used. Both theories argue that there is meaning of successful transfer of possession for certain ditransitive constructions—that is, that the young farmer successfully received the grain mixture given by the salesperson. While one theory claims that the only DO pattern has this possession meaning, the other posits that this possession meaning stems from verbs of the Giving category (give, hand, rent, etc.), and as such, that this meaning extends to both the DO and PP patterns when they occur with these verbs. This study evaluates these two theories through an online survey testing to what degree native speakers interpret a meaning of possession from the DO and PP patterns. The results of this study suggest that this meaning of successful possession is not restricted to the DO pattern and provide partial support for the claim that the availability of the possession meaning depends on the type of ditransitive verb. Further, judgements collected in this study contradicted some judgements reported in the theoretical literature, highlighting the importance of experimental methodology in evaluating theoretical claims.
Are Wrist-based Heart Rate Monitors a Valid Tool for Fitness Professionals to Measure Training Intensity During Exercise Classes?

Korey Little*, John C. Sieverdes**, D. David Thomas**, M. Blake Lineberger*, Daniel B. Bornstein*, Marco Bergamine, & Wesley D. Dudgeon*

*Department of Health and Human Performance, College of Charleston, Charleston SC
**Inforatics Programs, University of Illinois, Champaign, IL
***Stephens Family Clinical Research Institute, Carle Health, Urbana, IL
****DBornsteinSolutions, LLC, Norwich, VT
*****Department of Medicine, University of Padova, Padova, Italy

https://doi.org/10.33697/ajur.2023.088

Student email: littleke@g.cofc.edu
Mentor email: sieverdejs@cofc.edu*, ddt3@illinois.edu, linebergerbb@cofc.edu, dan@dbornsteinolutionsllc.com, marco.bergamin@unipd.it, dudgeonw@cofc.edu

ABSTRACT
This article aims to inform personal trainers and group fitness coaches about the validity and utility of wrist-located heart rate (HR) monitors compared to chest-located HR monitors for training purposes. HR from four wrist-based optical sensor HR products (Fitbit Charge HR, Garmin Vivosmart HR, Apple Watch series 1, Mio Fuse) were compared against a Polar H7 chest strap & RS800cx receiver during nine activities. Two researchers visually observed HR during a protocol incorporating resting, standing, a grocery bag carry, and a 6-stage cycle ergometer protocol that reached maximal HR. Pearson’s r and interclass correlations (ICC) in the sample (n=45, mean age=20.22 [SD 2.32]) resulted in the following: Mio Fuse r=.93, ICC=.97; Apple Watch 1 r=.91, ICC=.95; Fitbit Charge HR r=.83, ICC=.91; and Garmin Vivosmart HR r=.74, ICC=.85 (all p’s <.001). Bland-Altman plots showed the lowest bias for the Mio (-3.30 bpm), followed by the Apple Watch (-2.82 (SD:14.6) bpm), Garmin (-2.99 (SD:23.9) bpm) with Fitbit having the highest bias (-8.13 (SD:20.6) bpm). No drift in bias was found for any device in successive HR categories (all p’s >.09). Wrist-based HR monitors were deemed acceptable for fitness classes, though caution should be taken when interpreting any singular visually observed measurement point.
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INTRODUCTION
Over the past ten years participation in group fitness classes has been a method that individuals use to engage in regular physical activity in a social and non-competitive environment. Fitness classes may utilize a range of modalities (i.e., cycling, resistance, step, and Pilates), but cycling has become one of the most practiced activities in fitness centers for people regardless of their physical conditioning level.1, 2 Participants may monitor their exercise intensity to ensure they are meeting workout goals, avoid over- or under-exertion, and to track changes in fitness over time. Various scales including variations of the Borg Rating of Perceived Exertion (BORG) and OMNI Picture System of Perceived Exertion (OMNI) are used to evaluate intensity levels based on rating physical effort,3 however objectively assessing the quality of physical activity (PA) can be superior but also challenging. Wrist-based activity monitors that measure heart rate (HR) have been shown to be a practical tool to better understand the quality of PA in directed fitness classes.4

The utility of consumer activity trackers has gained mainstream popularity and been highly marketed in medical5-8 and commercial settings.3, 9, 10 The wearables market, consisting of smartwatches, chest straps, armbands, head-mounted displays, sensor-embedded clothing, and wrist-secured activity trackers contain various sensor technologies that monitor a variety of biofunctions (i.e., movement, sweat response, pulse oximetry, HR, etc.), but some of these wearables require a second device to see the biofeedback and can be uncomfortable to wear during a high-intensity exercise. In 2016, 102.4 million wearables were shipped with a year-over-year growth of 25.0%.11 Projected growth of wearables, as reported by the International Data Corporation, was expected to reach 125.5 million shipments in 2017 and grow to 240.1 million by 2021.12 These projections were an underestimation with double the shipments in 2021 at 533.6 million units.9 Consumer demand and marketplace competition are driving the number of innovative features, but concerns over which and how biometrics are reported to consumers has prompted the scientific community to assess the validity of features and recommend how much confidence in the metrics should be afforded. The applicability of the reported data, often displayed on a screen, could vary over a variety of activities including light
to vigorous activity and by populations ranging from children to adults. Typically, assessing the validity of either research-grade or commercial-grade physical activity monitors has focused on movement and estimating energy expenditure. Metrics range from accelerometer-derived estimates of light, moderate and vigorous physical activity minutes, steps, GPS tracking, to more recent algorithmic attempts at activity pattern recognition, which remain proprietary in most cases to the manufacturer.\(^{13-15}\)

HR monitoring is a common feature in wearable devices. Part of the rationale for measuring HR is its strong correlation with oxygen consumption\(^{16}\) which provides wearables manufacturers an estimation of PA intensity. Prior validation of HR wearable chest strap devices show a strong correlation \((r = 0.99)\) when compared to electrocardiogram (ECG).\(^{17,18}\) Although well validated, chest strap devices introduce wearability issues such as comfort and are not easily integrated into daily exercise. Therefore, the ability to use a lower-burdening wrist-based HR monitor alternative would be advantageous to implement for guided group exercise classes.

The convergence of several technologies measuring environmental and biometric characteristics into wrist-worn devices has predominantly incorporated optical-based photoplethysmography (PPG) to measure HR by detecting blood volume changes through the skin’s surface.\(^{19}\) The utility of HR measures can be used to infer and quantify the extent of exertion during physical activity, allowing those leading and participating in group exercise to understand their level of effort. As with other biometric measures, HR measures should be independently rigorously evaluated prior to widespread use.\(^{20}\)

Several consumer-based validity studies have published HR monitoring results.\(^{10,21-25}\) These studies have focused on resting\(^{10,21-24}\) and exercise modalities including treadmill,\(^{10,21-25}\) elliptical,\(^{10}\) and cycle ergometry\(^{10,22}\) using one or multiple stages of increasing intensities. Overall, these studies demonstrate correlations \((i.e., r \geq 0.90)\) comparable against electrocardiogram and chest strap devices, but resulted in varying levels of residual error depending on the device or exercise selection ranging from 1.8\% to 16.7\%.\(^{10,22-25}\) Conclusions drawn from these studies reported wrist-based HR measures are more accurate during rest than for exercise\(^{21,23}\) and may demonstrate sufficient validity for casual, consumer-based use but the results have a limitation.\(^{10,21,23,25}\) Although various ranges of HR response have been studied using pre-defined absolute intensities during exercise protocols, upper limits of HR response have not been adequately sampled requiring additional research with younger groups who can attain near maximal HR values.\(^{26}\)

The purpose of this study was to test the validity of four consumer-based wrist-based HR monitors against a chest-strap monitor using visual inspection across an expanded HR range compared to previous studies to examine validity and bias at higher HRs. Results from this study will inform users on the validity of wrist-based consumer-grade HR monitors for high-intensity exercise and help individuals compare which affordable wrist-based HR monitor is best for them.

**MATERIALS AND PROCEDURES**

**Study Design**

The overall study design was cross-sectional using a concurrent validity model that captured visually observed optical HRs from five devices during a nine-stage activity protocol. This included four consumer-available wrist-based optical HR devices with a Polar HR chest strap used as the criterion device. Pretesting was performed to ensure nominal values were obtained against the chest strap over a range of exercise intensities prior to the start of data collection. All procedures were approved by the University’s ethical review board prior to completion of any research activities. Written informed consent was collected from each participant prior to the conduct of any research activities (IRB\# IRB-2016-05-06-143848).

**Participants**

A convenience sample \((n = 45)\) consisted of undergraduate university students recruited through flyers and classroom announcements. This sample was chosen due to the ability to motivate participants to elicit a near-maximal HR response. Inclusion criteria consisted of college students or university employees between 18 and 30 years of age, being male or female, and belonging to any race or ethnicity. Exclusion criteria included metabolic dysfunction \((i.e., \text{type I or II diabetes})\), implanted pacemaker, and cardiovascular or cerebrovascular conditions. Prior to signing the informed consent, the qualification to be included in the study was determined by passing the Physical Activity Readiness Questionnaire Plus \((\text{PAR-Q}+)\) in addition to not taking medications that affect HR or blood pressure.\(^{27}\) No participant experienced adverse events during the conduct of the study.

**Devices**

Selection of devices was limited to models available during the first quarter of 2016. The concurrent validity device was a Polar chest strap HR monitor \((\text{Model Polar H7 with polar RS800cx watch receiver; Polar Electro Inc., Kempele, Finland})\). HR measures from this model have been extensively used in other research studies.\(^{17,28}\) Studies indicate the Polar chest strap HR monitor exhibits high correlation and low error \((r = 0.99, \text{ ICC} > 0.999, \text{ error rate} = 0.086\%)\) against ECG measurements.\(^{10,21,29}\) The four wrist-based HR devices included the Apple Watch \((\text{Apple})\) \((1^{st} \text{ generation, OS: 2.82 firmware: 57.11; Apple Inc., Cupertino, CA})\),
Garmin Vivosmart HR (Garmin) (OS: 2.99, firmware: 93.85; Garmin Corp., Olathe, Kansas USA), Fitbit Charge HR (Fitbit) (OS: 80.77, firmware: 8.13, Fitbit; San Francisco, California USA) and Mio Fuse (Mio) (OS: 49.34, firmware: 1.18; Mio Global; Vancouver, British Columbia Canada). Each device used its own proprietary software. All were based on optical sensor technology to measure HR. For the duration of the study, auto-updates were disabled to maintain device firmware.

**Development**

The protocol was developed to include equal representation of HR measures along the total range of individuals’ responses from resting to near maximum effort using maximum HR ranges (i.e., Astrand formula: max HR = 220 - age). Both free-living stages (i.e., resting, standing, and a simple carry task) and structured exercises (i.e., using a cycle ergometer) were included in the study protocol. Cycle ergometer stages had increasing levels of intensity based upon individual HR ranges (see Table 1). Five participants not included in the analysis were used to collect developmental HR responses to verify measurement procedures, time (i.e., 3 minutes) to establish a steady-state HR measure, device wear locations, and HR response ranges. In our preliminary testing, we found no effect of device location on HR when the manufacturers’ instructions were followed. Therefore, device location and fitting were standardized to limit inadvertent pressing of the devices’ buttons during the protocol. Since PPG measures HR at the capillary bed level, the authors surmised that counterbalancing devices with different placements was unnecessary compared to other wrist-based variables such as accelerometry, where measures are more susceptible to error due to biomechanical moment arms during movement. Measurement samples were visually taken during a short period (i.e., <10 seconds) with the participant’s forearm motionless and parallel to the floor. Visual inspection was used in the methodology to capture HR data to mimic data collected in the field from students’ perspectives. Participant burden was 1 hour over 1 visit and no incentive was provided.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Activity description</th>
<th>Estimated time (min)</th>
<th>Cumulative Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>At rest (seated)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Standing desk task reading material</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>Grocery bag carry with 22 kg in each bag, one in each hand – 10 meter distance, placing bag down at each end.</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>Cycle (resting) (take measurement when HR&lt;100) no pedaling</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>Cycle stage 1: target HR (90-120)</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>Cycle stage 2: target HR (121-155)</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>7</td>
<td>Cycle stage 3: target HR (136-150)</td>
<td>3</td>
<td>19</td>
</tr>
<tr>
<td>8</td>
<td>Cycle stage 4: target HR (151-175)</td>
<td>3</td>
<td>22</td>
</tr>
<tr>
<td>9</td>
<td>Cycle stage 5: target HR (176+) max effort (max 2 min)</td>
<td>2</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 1. Activity protocol.

Estimated time includes time to reach steady state, measurement and transfer to next stage. Simultaneous heart rate measures taken during last 10 seconds of each stage.

**Protocol**

After written informed consent, each participant completed a demographic questionnaire consisting of self-reported age, race, sex and ethnicity with laboratory measures for height (Seca Portable Stadiometer, model 213, Seca GmbH & co., Hamburg, Germany), weight (weight scale; Seca GmbH & co., Hamburg, Germany Model: 869 1321004) and wrist circumference (spring-loaded measurement tape; Gulick II, Country Technology, Inc. Gays Mills, WI). Prior to the protocol stages, each participant was fitted with devices in the following order (See Figure 1). On the right arm, the Fitbit was located closer to the hand with the Apple Watch closer to the elbow. On the left arm, the Mio was closer to the hand with the Garmin closer to the elbow. The Polar chest strap was placed around each person’s chest and secured per the manufacturer’s instructions with the receiver held by a research assistant. Participants remained seated while devices were adjusted until all resting HRs were consistently displayed. During each measurement stage, two research assistants, positioned on either side of the participant, took HRs from all devices simultaneously within ten seconds of ceasing the free-living activity stages (stages 1-3) or while continuously pedaling during the cycle ergometer stages (stages 5-9). One research assistant would take the measurement from one hand, and the other would take the Polar HR monitor and the other two with the Polar HR taken first. If a device’s HR measure was missing and or delayed for greater than ten seconds, then the data point was recorded as missing for that device.
Data Analysis
Demographics were analyzed using descriptive statistics including means, standard deviations, and percentages. Normality was tested using Shapiro-Wilk testing. Missing data was not imputed in the analyses. Device HR output metrics were analyzed using Pearson’s correlations with a significance level of 0.05. An a-priori Pearson’s correlation value of $r \geq 0.80$ compared to the Polar chest strap was chosen as the acceptability cut-point as used by Gillinov and colleagues. For Interclass-correlations (ICC), a value of above 0.70 was used as a cut-point, and for mean absolute percent error (MAPE), a value lower than 5% was used as reported in other validity studies. Other validity measures included mean absolute error (MAE), calculation of the bias and 95% limits-of-agreement using Bland-Altman plots for comparison to other studies. Secondary analysis of MAPE was stratified by the 9 activities sorted by increasing average HR to assess trends. Change in MAPE across intensity stages were analyzed using multi-variate analysis controlled for sex and race. Data was analyzed using IBM SPSS Statistics, Version 27.0 (Armonk, NY: IBM Corp.).

RESULTS
Forty-five participants were recruited and completed the protocol. Descriptive statistics are provided in Table 2. Participants were college-aged (mean: 20.22, Range: 18-28) and were predominantly White (93.0%) and female (82.2%). No participants had tattoos present at the wear location.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years, mean (SD)</td>
<td>20.22 (2.32)</td>
</tr>
<tr>
<td>Sex</td>
<td>Female, % 82.2% Male, % 17.8%</td>
</tr>
<tr>
<td>Race</td>
<td>White n, % 42, 93.3% Black n, % 2, 4.4% Asian n, % 1, 2.2%</td>
</tr>
<tr>
<td>Wrist size (cm), mean (SD)</td>
<td>15.59 (1.08)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>26.07 (18.31)</td>
</tr>
</tbody>
</table>

Table 2. Descriptive Characteristics. SD: standard deviation; n = 45

Table 3 reports the validity metrics from the study. The mean and standard deviation for HR were similar for all devices in the study. Pearson’s correlation coefficients for the devices compared to the Polar HR monitor from strongest to weakest were ordered Mio ($r = 0.93$), Apple Watch ($r = 0.91$), Fitbit ($r = 0.83$), and Garmin ($r = 0.74$), respectively. All devices except the Garmin were higher than the predetermined cut-point of $r = 0.80$. Additional Pearson’s correlations between devices showed the strongest association for the Apple and Mio devices ($r = 0.90$), followed closely by the Fitbit and Apple ($r = 0.86$) and Fitbit and Mio ($r = 0.81$), with moderate correlations between the Apple and Garmin ($r = 0.74$), Garmin and Mio ($r = 0.71$) and Fitbit and Garmin ($r = 0.63$). All associations were statistically significant at $p < 0.05$. Interclass correlations for each device were rated higher than the 0.70 cut-point with the same rankings as the Pearson’s correlations (all ICC’s > 0.85, p<.001). MAPE was
relatively high for each device with the Apple Watch and Mio showing mean values at 5% or below. The Garmin showed the highest MAPE (12.07%).

<table>
<thead>
<tr>
<th></th>
<th>Criterion: Polar HR</th>
<th>Fitbit</th>
<th>Apple</th>
<th>Garmin</th>
<th>Mio</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HR, m(SD)</strong></td>
<td>121.00(33.8)</td>
<td>115.1(36.5)</td>
<td>119.8(34.1)</td>
<td>120.1(30.0)</td>
<td>121(34.2)</td>
</tr>
<tr>
<td><strong>Pearson’s r</strong></td>
<td>-</td>
<td>.834 (p&lt;.001)</td>
<td>.913 (p&lt;.001)</td>
<td>.739 (p&lt;.001)</td>
<td>.934 (p&lt;.001)</td>
</tr>
<tr>
<td><strong>ICC</strong></td>
<td>-</td>
<td>- .909 (p&lt;.001)</td>
<td>.954 (p&lt;.001)</td>
<td>.845 (p&lt;.001)</td>
<td>.966 (p&lt;.001)</td>
</tr>
<tr>
<td><strong>MAE</strong></td>
<td>-</td>
<td>10.419</td>
<td>5.286</td>
<td>13.627</td>
<td>4.484</td>
</tr>
<tr>
<td><strong>MAPE, %</strong></td>
<td>-</td>
<td>8.563</td>
<td>4.386</td>
<td>12.066</td>
<td>4.088</td>
</tr>
<tr>
<td><strong>Activity 1</strong></td>
<td>84.2 (14.14)</td>
<td>3.570</td>
<td>3.477</td>
<td>9.396</td>
<td>4.390</td>
</tr>
<tr>
<td><strong>Activity 2</strong></td>
<td>92.8 (16.98)</td>
<td>7.738</td>
<td>4.227</td>
<td>12.326</td>
<td>3.272</td>
</tr>
<tr>
<td><strong>Activity 3</strong></td>
<td>99.0 (19.51)</td>
<td>8.883</td>
<td>4.415</td>
<td>28.706</td>
<td>6.187</td>
</tr>
<tr>
<td><strong>Activity 4</strong></td>
<td>94.3 (15.27)</td>
<td>9.820</td>
<td>4.037</td>
<td>12.144</td>
<td>8.628</td>
</tr>
<tr>
<td><strong>Activity 5</strong></td>
<td>112.6 (9.97)</td>
<td>10.185</td>
<td>6.206</td>
<td>10.679</td>
<td>2.165</td>
</tr>
<tr>
<td><strong>Activity 6</strong></td>
<td>128.8 (5.26)</td>
<td>10.632</td>
<td>1.456</td>
<td>4.471</td>
<td>2.448</td>
</tr>
<tr>
<td><strong>Activity 7</strong></td>
<td>144.9 (6.31)</td>
<td>6.009</td>
<td>4.083</td>
<td>7.060</td>
<td>1.819</td>
</tr>
<tr>
<td><strong>Activity 8</strong></td>
<td>162.7 (6.26)</td>
<td>1.040</td>
<td>.569</td>
<td>8.615</td>
<td>.554</td>
</tr>
<tr>
<td><strong>Activity 9</strong></td>
<td>178.3 (4.84)</td>
<td>4.076</td>
<td>.632</td>
<td>9.172</td>
<td>.479</td>
</tr>
<tr>
<td><strong>p-trend</strong></td>
<td>-</td>
<td>- .40</td>
<td>- .09</td>
<td>- .42</td>
<td>- .036</td>
</tr>
<tr>
<td><strong>Bias, m(SD)</strong></td>
<td>-</td>
<td>-8.134(20.60)</td>
<td>-2.816(14.57)</td>
<td>-2.987(23.94)</td>
<td>-3.303(25.31)</td>
</tr>
<tr>
<td><strong>LOA 95% CI</strong></td>
<td>-</td>
<td>(32.25, -48.52)</td>
<td>(25.74, -31.37)</td>
<td>(43.94, -49.91)</td>
<td>(24.12, -25.22)</td>
</tr>
</tbody>
</table>

Table 3. Validity and agreement measures between devices.

m(SD) = mean (standard deviation), ICC = interclass-correlation, MAE = mean absolute error

Examining MAPE by activity is visually depicted in Figure 2. In general, we see lower MAPE at rest (Activity 1) and at higher activity levels (Activity 8 and 9). Higher MAPE was seen in the Garmin, especially during Activity 4, followed by the Fitbit, which increased in moderate to higher HR activities then reduced at higher intensities. Trends for the Fitbit, Apple, and Garmin were flat as intensity increased but the Mio had a trend toward a smaller MAPE as intensity increased (p = .036). To provide a real-world metric to describe the error, time-aligned HRs from each device were compared to the Polar criterion to establish a percentage where readings were within 5 bpm of each other. Percentages were highest (i.e., higher is better) for the Mio at 85.2% and Apple Watch at 82.2%, followed by the Fitbit at 66.6% and the lowest for the Garmin at 57.4%. As an example, one would interpret the data as: 85.2% of the time, the values from the Mio device were within 5 bpm of the Polar device.

Figure 3 reports Bland-Altman plots with 95% limits of agreement (LOA) for each device compared to the Polar chest monitor. Plots illustrate the distribution of HR residuals across the observed HR range for all 45 participants with HR estimates (y-axis: wrist-based device subtracted from the Polar (bpm)) relative to the mean of the two comparison devices (x-axis: mean of Polar and respective devices’ (bpm)). Results show the LOA have the tightest clustering for the Mio (LOA: 24.12, -25.22), followed by the Apple Watch (LOA: 25.74, -31.37), Fitbit (LOA: 32.25, -48.52), and Garmin (LOA: 43.94, -49.91). Using all data, each device was negatively biased, underestimating HR compared to the Polar, with the lowest bias for the Mio (-.55), followed by the Apple Watch (-2.82), Garmin (-2.99) with the Fitbit having the highest bias (-8.13). Exploratory analysis was performed using a subjective author-determined value of +/- 20 bpm difference to mimic ignoring a very low or high HR value reported to the user. This resulted in the lowest adjusted bias values for the Mio (-.16), followed by the Garmin (-.28), Apple Watch (-.43) with the Fitbit having the highest bias (-1.71). Each device had the majority of their residuals around 0, though error values were more noticeable for the Fitbit and the Garmin devices. In general, the shape of the residuals for all devices generally showed more error near the center of the HR distribution compared to the tails, with the majority of error approximately in the 90-130 bpm range. Multivariate regression showed all devices had slopes that were not different than 0 (all p’s > 0.09), meaning no systematic bias was found as HR response increased. Further modeling controlling for race and/or sex showed no systematic bias (all p’s > .10).
Figure 2. Mean absolute percent error for heart rate stratified by activity stage and device (Fitbit Charge HR, Garmin Vivosmart HR, Apple Watch series 1, and Mio Fuse compared to Polar H7 chest strap and RS800 cx receiver criterion device. Cycle values represent targeted HR ranges during cycle ergometry stages.

Figure 3. Bland Altman plots of each consumer wrist-based heart rate monitors (Fitbit Charge HR, Garmin Vivosmart HR, Apple Watch series 1, Mio Fuse) compared to Polar H7 chest strap and RS800 cx receiver showing overall bias (solid line) and 95% limits of agreement.
DISCUSSION

This study examined the concurrent validity of four commercially available, consumer-based, wrist-worn, HR activity monitors to inform group exercise leaders, coaches, personal trainers, and participants on the validity of HR measures across a wide range of HRs. Overall, our findings suggest moderately acceptable validity for the wrist-based monitors compared to the chest-based criterion with certain models exhibiting higher error than others. The four monitors showed moderate to high correlations and ICC’s but MAPE varied with HR intensity. The device with the lowest overall error, bias, and correlations was the Mio Fuse closely followed by the Apple Watch with higher error for the Fitbit and Garmin devices. Overall, the Mio and Apple Watch had comparable and lowest bias, highest correlation, and narrowest limits of agreement.

This article specifically targets the validity of wrist-based devices at near maximum HR. All devices were found to have no slope regarding bias as HR intensity increased instilling confidence that higher intensities will not be over or underestimated more than lower HR ranges. However, random variability of HR observations outside of 5 bpm was endemic for all devices. This was most prevalent in the Garmin device but relevant for all devices, especially during moderate-intensity exercise. We hypothesize several sources of error. One is the onset of sweat or change in perfusion of tissues may introduce artifacts through altering the optical sensor reflection or changes in skin permeability. Error may also be influenced by nitric oxide release, causing vasodilation that alters skin thickness.

Our results corroborated other authors’ findings with similar device iterations of their time. In Wang et al., 2017, several wrist-worn devices were compared to ECG during a treadmill protocol. They found the Apple Watch series 1 correlation to be $r = 0.91$, which was identical to our findings ($r = 0.91$) with comparable results for the Mio Fuse ($r = 0.91$ compared to the present study findings: $r = 0.93$). They also reported a wide 95% LOA for all measured devices including the Fitbit Charge HR (range = 73.0), while we found a higher range (range = 93.9). An article by Cadmus-Bertram et al., 2017 reported a similar unacceptable 95% LOA for the Fitbit HR (bias: -2.8, range: 77.0) and Mio Fuse (bias: 1.8, range: 48.5) during exercise, though improved at rest. Similar to Cadmus-Bertram et al., our findings also showed a large negative bias in the Fitbit device (bias = -8.13 (SD 20.6)) with a wide 95% LOA. Stahl et al., 2016 reported acceptable findings during walking and running treadmill activities with all correlations > 0.92. These values were higher compared to the other studies’ correlations, including ours. In Stahl et al., the authors analyzed several devices including the Mio Alpha (MAPE = 4.6%, $r = 0.93$) and the Fitbit Charge HR against a Polar RS400 chest strap (MAPE = 6.2%, $r = 0.93$). Their study found lower error rates compared to the current study which may be attributed to activity selection and intensities observed. Gillinov et al., 2017 used a criterion of $r > 0.80$ as a measure of acceptability using running, biking, and elliptical stages that were continuously measured and downloaded for comparison.

Across activities, only the Apple Watch, TomTom Spark and Garmin Forerunner were acceptable where the Fitbit Blaze and Scosche Rhythm+ were not. Using their criteria, only the Garmin ($r = 0.74$) would not reach acceptability in our findings. Their results showed the Apple Watch had the lowest MAPE (4.1%) which was similar to our findings (MAPE = 4.39%). Shcherbina et al., 2017, also reported the lowest amount of error for the Apple Watch compared to ECG when comparing six consumer devices including a Fitbit Surge and Mio Alpha. Overall, other studies reported that HR measured on consumer devices were more accurate at rest, had reasonable error ratings, and generally wide 95% LOA when using them for exercise. Potential differences in studies using identical devices may be attributed to the type of measurement method used (i.e., downloaded vs. visual observed), inter-device reliability, differences in activity protocol, or different versions of firmware/software that was used. Studies should report the firmware and operating system version of devices so comparisons can be made in future studies.

Overall, the results of this study are consistent with other studies indicating that wrist-worn consumer-level optical HR monitors may provide an adequate measure of HR for rest and exercise during recreational uses but warrant caution in clinical applications for those with cardiac conditions. In comparison to more recent studies, the validity has not improved over older models; thus variability may be more inherent in the measurement technology or wear and that major improvements may not be realized until newer technologies are developed. This implies that newer, more expensive devices are not superior to older iterations of the same product. They offer the same level of HR monitoring accuracy as the newest devices but at a more affordable price. At the time of this study, there was little difference between the prices of the devices used making each of them a good choice for affordable HR monitoring during exercise, or at rest.

There were several limitations in the current study. This study was designed as a concurrent validity study and did not use the gold standard criterion, ECG, to assess HR measures. However, Polar devices have been shown to be highly correlated with ECG measures ($r = 0.99$). We did not test for HR max, instead used the participants’ calculated HR max. We felt this was acceptable with the younger population, however, if an older population or special population were to be tested, calculated HR max may not be warranted. Another limitation was that only one sample from each device model was used in this study. Therefore, we could not perform reliability analyses. The model year of our devices was from 2016 and do not reflect the potential improvements of current software or hardware changes that are more prevalent at the time of this publication. PPG sensor technology has not drastically changed and we surmise that our findings should be relevant for current devices using this technology.
inspection was the primary measurement method used in this study to mimic end-user experience. Although this method introduces error, it has been used in several other HR validity studies. It is important to note that the results from this study can only be generalized to HR measures taken with the wrist in a steady position such as when one visually inspects their device and not with the wrist moving which likely introduces other HR artifacts. Despite these limitations, the strengths of this study include a sample size that was comparable to other widely cited validity studies and exercise protocols with a sample that allowed for assessment of a wider range of HR responses.

CONCLUSION
This study replicates but also extends findings from other authors on the use of wrist-based HR monitors to near-maximum HR values for PA. With newer models, we cannot expect a large improvement in measurement accuracy, but a shift may be realized as sensor technologies advance. Fitness professionals can utilize wrist-located devices and still maintain a level of accuracy appropriate for recreational use. A trade-off in accuracy and error compared to ease of use may be relevant for personal trainers and fitness coaches to incorporate an efficient measure of intensity during exercise classes.
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PRESS SUMMARY
Heart rate is one of the most important things to monitor during exercise as it provides a better understanding of what is happening inside of the body and how hard a person is working. In group exercise classes, the way coaches and trainers control the intensity is usually a combination of using a preplanned exercise program and music. Adding the ability to measure heart rate
would greatly increase the quality of exercise for everyone involved. Typical chest-located heart monitors can be intrusive and
difficult to fit comfortably. Having the ability to wear a heart rate monitor on the wrist affords reasonable accuracy and provides
more access to group exercise classes or personal training sessions. We tested four different wrist-based heart rate monitors (Mio
fuse, Apple watch 1, Fitbit Charge, Garmin Vivosmart) on 45 college-aged participants and found that the Mio Fuse was the most
accurate and closest to a medical-grade heart rate monitor followed closely by the Apple watch 1. Most importantly, there was no
bias in heart rate as intensity increased to maximum values in all devices. All the watches were accurate enough to be used, but we
found that the initial reading may be incorrect and a second or third look may be necessary to increase confidence in observed
heart rates.
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ABSTRACT
Public opinions of police use of force vary widely. Previous studies, however, have framed their examinations around the factors that influence support of police use of force in general, as compared to a focus on excessive force. This study utilized linear regression to examine the relationship between perceptions of police use of excessive force and retributive attitudes. The study employed a sample of 5,527 respondents from the American National Election Studies (ANES) 2020 Time Series Survey. Findings indicated that respondents’ perceptions of the frequency of police use of excessive force depend on their retributive attitudes. The more retributive one’s attitude, the less often they perceived the police to use too much force. Similarly, the more conservative one’s political ideology, the less frequently they perceived police used excessive force. Perceptions of police excessive force also vary across demographics.
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INTRODUCTION
Police use of force has garnered significant attention in recent years due to high-profile incidents of excessive force. Although research demonstrates that police seldom use force and excessive force is even more rare, such instances spark public attention. Literature about public perception and attitudes toward police use of force has grown. Yet, much of this work focuses on support for police use of force in general terms (e.g., lawful use of force). However, as argued by Drakulich et al., instances of police use of excessive force draw public concern, evincing a need to examine perceptions of the frequency with which police use force beyond what is permitted by law.

Retributive theory is a framework through which criminal justice actions can be viewed as responses to human behavior. While much has been written on support for police use of force, less is known about the factors that shape public perceptions of how often police use excessive force. Are there retributive attitudes that influence perspectives of police excessive force? Do one’s political ideologies and demographics impact their perceptions of how frequently police use too much force? Utilizing the 2020 American National Election Studies (ANES) Study, this study explores the relationship between retributive attitudes and perceptions of police excessive force. We begin with an overview of police use of force and retributive theory and follow with a review of factors that influence perceptions of police excessive force.

LITERATURE REVIEW
Within the field of policing, the use of force is the amount of force applied by a police officer to secure compliance through physical force or verbal commands. As noted by several researchers, the application of physical force by the police is relatively rare. Acceptable uses of force derive from procedural justice, the fairness of the process through which police make decisions and exercise authority. Legal statutes, professional standards, and societal expectations guide appropriate conduct. However, recent high-profile abuses illustrate that some police officers use levels of force that violate these social and legal standards. According to Gerber and Jackson, police use of force becomes excessive when the amount of force surpasses what is necessary to control the situation and address the seriousness of the threat. Despite its rarity, excessive force is one of the most common forms of police misconduct and, therefore, is intensely regulated.

Retribution
Retributive theory is a theory of punishment that focuses on the concept of just deserts. It is one of the significant philosophical theories that seek to justify punishment as a response to criminal behavior. According to retributive theory, individuals who commit crimes deserve to be punished proportionally to the harm they have caused, regardless of the potential consequences of the punishment or its future deterrent effect. Retributive theory is composed of several tenets, including deserved
punishment, just deserts, and moral equality. Retributivists argue that punishment is morally justified because it is what wrongdoers deserve as a consequence of their actions. The punishment should be proportional to the severity of the crime committed. In other words, the punishment should fit the crime. Just deserts refers to the idea that individuals are morally responsible for their actions and should be held accountable. Punishment is viewed and treated as mechanism through which to restore moral balance and uphold the principles of justice. The retributive theory also argues for moral equality in punishment, which implies that those who commit the same crime should receive the same punishment. This concept aims to treat individuals as equals before the law and avoid arbitrary or discriminatory practices.

Critics of retributive theory point out that it can lead to harsh and inflexible punishment without considering the potential for rehabilitation or addressing the root causes of criminal behavior. It is also challenging to determine a universally agreed-upon level of proportionality for each crime, leading to discrepancies in sentencing. In modern legal systems, retributive theory often coexists with other theories of punishment, such as deterrence, rehabilitation, and restorative justice. The balance between these theories varies depending on the jurisdiction and the prevailing societal values.

Retributiveness and Excessive Force

Support for the death penalty is frequently used in research to measure retributiveness or punitiveness. As such, it is also used to indicate social and criminal justice perspectives. Exum approached the relationship between police use of force and the death penalty from a legal viewpoint. When police use excessive force, rights protected under the Fourth Amendment are violated. Exum argued that by viewing police use of lethal force as a form of punishment and “the administration of the death penalty on the streets” (p.988), then the Fourth Amendment is invoked. According to the Fourth Amendment, people are protected from unreasonable search and seizure. Thus, the Fourth Amendment is a lens through which to scrutinize the (un)reasonableness of lethal force by police.

However, as explained by Mourtgos and Adams, “evaluations of police use-of-force are often examined from the viewpoint of a prevailing community standard, not that of a purely legal viewpoint (p.872).” Therefore, what the public views as excessive may not align with prevailing legal standards. According to Cullen et al., embracing a more retributive or punitive crime ideology, which involves advocating an "eye-for-an-eye" approach to crime control, will likely influence perceptions of police-citizen encounters. Research has indicated that those who favor the death penalty tend to be more approving of the use of force by law enforcement. Applying the retribution theory, Silver and Pickett argue that this could be the result of embracing perspectives of just deserts. Silver and Pickett studied the connection between police use of force and support for the death penalty through a politicized policing outlook, concluding that there are predictors between attitudes toward police use of force, excessive force, and the likelihood of supporting the death penalty as a measure of retributiveness.

Public perception of police use of force is premised upon various individual factors. Indicators of public perception of police use of force have been found in race/ethnicity and political affiliation. Studies consistently find that minority racial and ethnic groups are less likely to support police use of force than whites. Specifically related to perceptions of excessive force, Black and Latinx Americans perceive that the police use excessive force at significantly higher rates. They also found that racial prejudice was a significant predictor of support for police use of excessive force across political groups. Scholars have also accounted for various demographic factors, finding that those with more income and higher education were less likely to perceive excessive force as a common occurrence.

Based on the review of the extant literature, we hypothesize the following:

- H1: Perceptions of the frequency of police use of excessive force will be inversely related to retributive attitudes.
- H2: Liberal political ideologies will correspond with perceptions that excessive force is used more frequently by police.

METHODS AND PROCEDURES

This study utilized secondary data from the American National Election Studies (ANES) 2020 Times Series Study. Data were gathered through various methods, including phone, web, and video surveys and interviews. Pre-election surveys and interviews were administered between August 18, 2020, and November 3, 2020. Post-election data were collected between November 8, 2020, and January 4, 2021. The final ANES 2020 study sample comprised 8,280 pre-election respondents and 7,449 post-election responses. For the purposes of this study, only those who participated in the pre- and post-election ANES surveys were eligible for inclusion (n=7,449). Any cases without data for the variables of interest were removed from the sample. The final sample was composed of 5,527 respondents. See American National Election Studies (2021) for a complete explanation of ANES methods and sampling.
The dependent variable was the perceived frequency with which police use excessive force. In the post-election survey, respondents were asked, “How often do you think police officers use more force than is necessary?” A five-item scale was provided with higher values indicating a high frequency of police excessive force. About 54.5% of respondents reported perceiving that the police used too much force half the time or more. The average response was 2.82, illustrating that the average survey respondent believed that more than half the time, the police use more force than necessary.

The study’s primary independent variable was retributeness. Previous scholars have demonstrated that retributive attitudes are related to endorsing the death penalty. Therefore, using the pre-election survey, respondents were asked, “Do you favor or oppose the death penalty for persons convicted of murder?” Responses ranged from Oppose strongly (less retributive), to favor strongly (more retributive) on a four-item scale, with 62.1% reporting that they favored the death penalty to some degree. The average response was 2.85, illustrating that the average survey respondent supported the death penalty at some level.

The second independent was political ideology. In the pre-election survey, respondents were asked where they would place themselves on a seven-point liberal-conservative scale where higher values demonstrate conservative political ideology. Approximately 39.1% reported being conservative to some degree. The study controlled for a variety of respondent demographics, including age, self-reported sex, sexual orientation, race/ethnicity, total family income, education, and political ideology. Using generational categories employed by Pew Research, age was measured in 5 generational categories. Generation Z represents respondents born between 1997-2002, ages 18 to 23. Millenials represents respondents born between 1981-1996, ages 24-39; Generation X represents respondents born between 1965-1980, ages 40-55; Baby Boomers represent respondents born between 1946-1964, ages 56-74, and the Silent Generation represents respondents born 1928-1945, ages 75 and higher. As the largest category (29%, n=1,601), Baby Boomers were selected as the reference category.

The ANES survey asked, “What is your sex?” Male and female response categories were provided. Male was coded “0,” and Female was coded “1.” The majority of the respondents were male (50.6%, n=2,795). Respondents were also asked about their sexual orientation: “Do you consider yourself to be heterosexual or straight, homosexual or gay [or lesbian], or bisexual?” Four response categories were listed: Heterosexual or Straight, Homosexual or Gay (or Lesbian), Bisexual, or Something Else. Due to few responses in some response groups, the categories were condensed into two categories: Heterosexual or Straight (0) and Not Heterosexual (1). The majority of the respondents reported that they were heterosexual/straight (93.1%, n=5,145).

Race/ethnicity was measured as White/Non-Hispanic, Black/Non-Hispanic, Hispanic, Asian or Native Hawaiian/other Pacific Islander/Non-Hispanic alone, Native American/Alaska Native or Other race/Non-Hispanic alone, and Multiple Races/Non-Hispanic. Due to low responses in some categories, they were collapsed into four categories: White/Non-Hispanic (70%, n=3,869), Black/Non-Hispanic (9.0%, n=496), Hispanic (11.2%, n=619), or Other (9.8%, n=543). White/Non-Hispanic was the referent category.

Finally, income was a summary variable from the pre- and post-survey, representing total family income as a 22-item scale. A higher rating demonstrates a higher income. In the pre-election survey, respondents were asked about their highest income level on an eight-item scale; higher values represent a higher level of education. About 39.9% reported having a bachelor’s degree or higher. See Table 1 for all descriptive statistics.

RESULTS
Ordinary least squares regression was used to examine the research question, What is the relationship between relationship between perceptions of police use of excessive force and retributive attitudes? The dependent variable, perceived frequency of police excessive force, was regressed on 13 items in total. The results are presented in Table 2. The model was fit to the ANES data using survey weights. The model was significant, $R^2=0.202, F(13)= 184.747, p<.001$. Variance inflation values ranged from 1.01 to 1.49; thus, multicollinearity was not an issue. The independent variable, retributeness, was significant, demonstrating a significant relationship between respondent perceptions of the frequency of police use of force and retributeness. As support for the death increases, perceptions of how often the police use excessive force decrease ($b=-0.066, SE=0.011, p<0.001$). This outcome supports our first hypothesis, that perceptions of the frequency of police use of excessive force would be inversely related to retributive attitudes.

Considering the second independent variable, political ideology ($b=-0.187, SE=0.008, p<0.001$) was a significant predictor of the perception of police excessive force. Respondents who were more liberal perceived that police use too much force more frequently. Based on the standardized beta coefficients, political ideology ($b=0.320$) has the strongest effect on perceptions of police use of excessive force, over four times stronger than that of retributive attitudes ($b=0.078$). This finding supports our
second hypothesis, that liberal political ideologies will correspond with perceptions that excessive force is used more frequently by police.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>SD</th>
<th>Range</th>
<th>N</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belief that the police use too much force</td>
<td>2.82</td>
<td>0.959</td>
<td>1 - 5</td>
<td>5527</td>
<td></td>
</tr>
<tr>
<td>Retributiveness: Support death penalty</td>
<td>2.85</td>
<td>1.134</td>
<td>1 - 4</td>
<td>5527</td>
<td></td>
</tr>
<tr>
<td>Political Ideology</td>
<td>4.13</td>
<td>1.636</td>
<td>1 - 7</td>
<td>5527</td>
<td></td>
</tr>
<tr>
<td><strong>Age by 5 Generations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generation Z: 1997 through 2002</td>
<td>488</td>
<td></td>
<td></td>
<td></td>
<td>8.80</td>
</tr>
<tr>
<td>Generation X: 1965 through 1980</td>
<td>1505</td>
<td></td>
<td></td>
<td></td>
<td>27.20</td>
</tr>
<tr>
<td>Baby Boomers: 1946 through 1964</td>
<td>1601</td>
<td></td>
<td></td>
<td></td>
<td>29.00</td>
</tr>
<tr>
<td>Silent: 1928 through 1945</td>
<td>338</td>
<td></td>
<td></td>
<td></td>
<td>6.10</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2795</td>
<td>50.60</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2732</td>
<td>49.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sexual Orientation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>5145</td>
<td>93.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Heterosexual</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homosexual, Gay, or Lesbian</td>
<td>158</td>
<td>2.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bisexual</td>
<td>166</td>
<td>3.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Something Else</td>
<td>58</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Race/Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White/non-Hispanic</td>
<td>3869</td>
<td>70.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black/non-Hispanic</td>
<td>581</td>
<td>8.80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>496</td>
<td>9.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian, Native Hawaiian, Pacific Islander</td>
<td>225</td>
<td>4.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Native American, Alaska Native, Other</td>
<td>100</td>
<td>1.80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple Races</td>
<td>218</td>
<td>3.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Income</strong></td>
<td>13.92</td>
<td>6.23</td>
<td>1 - 22</td>
<td>5527</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td>4.17</td>
<td>2.075</td>
<td>1 - 8</td>
<td>5527</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Univariate Statistics N=5,527

The demographic control variables provided a variety of outcomes. In terms of age, two of the four generational categories presented significant relationships. In comparison to the Baby Boomer Generation (age 56-74), respondents in both Generation Z (age 18-23) ($b=0.252, SE=0.043, p<0.001$) and the Millennial Generation ($b=0.194, SE=0.029, p<0.001$) have perceptions that the police use excessive force more frequently than Baby Boomers. However, neither Generation X ($b=0.035, SE=0.029$) nor the Silent Generation ($b=-0.0795, SE=0.048$) respondents’ perception of police use of excessive force differed significantly from the Baby Boomer Generation.

When considering sex, female respondents perceive that the police use excessive force more frequently ($b=0.70, SE=0.022, p<0.001$) than males when holding all else constant. Consistent with prior research, female survey respondents have a 16.8% reduction in the odds of favoring the death penalty when holding all else constant. As for sexual orientation, respondents who identify as non-heterosexual perceive that the police use excessive force more frequently than heterosexuals ($b=0.302, SE=0.044, p<0.001$). Black ($b=0.723, SE=0.039, p<0.001$), Hispanic ($b=0.405, SE=0.035, p<0.001$), and Other race ($b=0.353, SE=0.037, p<0.001$) respondents perceived that police use too much force significantly more often than White respondents. Finally, focusing on income and education, as respondents’ income ($b=-0.016, SE=0.002, p<0.001$) and education ($b=-0.037, SE=0.006, p<0.001$) increased, their perception of the frequency of police use of excessive force decreased.
Variable & \(b\) & SE \\
Retributiveness & -0.066*** & 0.011 \\
Political Ideology & -0.187*** & 0.008 \\
Age: Generation Z & 0.252*** & 0.043 \\
Age: Millennial & 0.194*** & 0.029 \\
Age: Generation X & 0.035 & 0.029 \\
Age: Silent & -0.079 & 0.048 \\
Sex: Female & 0.079*** & 0.022 \\
Sexual Orientation: Non-Heterosexual & 0.302*** & 0.044 \\
Race: Black, non-Hispanic & 0.723*** & 0.039 \\
Race: Hispanic & 0.405*** & 0.035 \\
Race: Other & 0.353*** & 0.037 \\
Income & -0.016*** & 0.002 \\
Education & -0.037*** & 0.006 \\
Constant & 3.877*** & 0.058 \\

Table 2. Linear Regression (N=5527)

Note: *\(p<.05\). **\(p<.01\). ***\(p<.001\).

DISCUSSION
This study examined the relationship between perceptions of police use of excessive force and retributiveness. Prior studies researching the connection between police use of force focus on an array of factors such as warranted police use of force, legal concerns about the use of force, and general support for police use of force. These studies leave room for questions concerning further connections in the relationship between public perceptions of how often the police use too much force and the retributive nature of such actions.

The 2020 ANES captures public perceptions of issues such as police excessive force and retributive attitudes. This study explored retribution by using support for the death penalty as a predictor of perceptions of how often police use excessive force, resulting in several important findings. First, we found that retributiveness predicts perceptions of the frequency of police use of excessive force. We predicted that those with stronger retributive attitudes would perceive that the police use excessive force less often, and we found that as attitudes became more retributive, perceptions of excessive force decreased.

A second important finding is the relationship between perceptions of excessive force and political ideology. The more liberal one’s political ideology, the more often they believed that the police used too much force. Conversely, as political ideology became more conservative, respondents perceived that the police used excessive force less often. This aligns with prior findings that political attitudes influence views of police use of force. In fact, a key finding of the study is that political ideology is the greatest predictor of perceptions of the frequency of police use of excessive force.

Findings concerning racial perspectives were not surprising. We found that respondents belonging to non-white race and ethnic groups perceive that the police use excessive force more frequently than white respondents, which supports the work of Drakulich et al., as they suggest, such variations in perceptions may be due to prior experiences with the police or racial resentment. Other demographics such as sex, sexual orientation, income, and education were all predictors of perceptions of police excessive force, consistent with the findings of prior work.

While previous scholars have considered many factors supporting police use of force, this study uniquely assesses how retributive attitudes influence perceptions of how often the police use too much force. Considering this survey was conducted after protests surrounding the police-involved deaths of George Floyd and Breonna Taylor, understanding contemporary perceptions of police excessive force is essential. Utilizing retributive attitudes provides additional insight into public perceptions of excessive force.

Despite this study’s contribution, it does have limitations. First, utilizing a single measure, support for the death penalty, as a proxy for retributive attitudes. The ANES measures limited how retributive attitudes could be assessed. Future studies should consider an expanded measure of retributive attitudes. For example, other researchers have still employed death penalty support
as a proxy for retributive sentiments using multiple survey items, rather than a singular question.\textsuperscript{67} As noted by Silver and Pickett, subsequent research on police force should consider the influence of perceptions of other criminal justice attitudes, aside from the death penalty, such as procedural justice, racial bias, confidence in the criminal justice system, and other police-specific practices.\textsuperscript{6}

Another limitation of this study is the use of secondary data and relying on data from survey questions not specific to this study. Therefore, some of the indicators are vague. For example, respondents were asked, “How often do you think police officers use more force than necessary?” This question does not specify a scenario, such as during arrests or investigatory stops. Neither does it account for race-based disparities in the use of excessive force.

Future studies exploring police excessive force should include questions with context.\textsuperscript{26,27,28} Distinguishing between the use of force and excessive force and accounting for situational factors may provide more nuanced outcomes. Also, employing qualitative methods to assess perceptions of police force and retributive attitudes would provide richer insight into individual perspectives and how they view the relationship between these concepts.

CONCLUSION

Police use of excessive force is one of the primary issues in current calls for police reform in the US. Assessing public perceptions of excessive police force allows for a more comprehensive understanding of society’s view of police force. For public concern about police use of force and excessive force, research indicates that it is infrequent.\textsuperscript{12} However, evidence demonstrates that these perceptions are greatly influenced by race and political ideology.\textsuperscript{45,67} Disentangling perceptions from reality is critical to improving community-police relationships and developing evidence-based police reform.
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PRESS SUMMARY
The purpose of this study was to examine the relationship between perceptions of police use of excessive force and retributive attitudes along with demographics. Findings indicated that respondents’ perceptions of the frequency of police use of excessive force depend on their retributive attitudes. The more retributive one’s attitude, the less often they perceived the police to use too much force. Similarly, the more conservative one’s political ideology, the less frequently they perceived police used excessive force.
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ABSTRACT

Companion animals are becoming a more familiar sight on college campuses, and they are often viewed as an essential element of wellness by students and institutions of higher education. While previous studies have investigated the behavioral and physiological impacts of bringing a pet to campus on the owners, impacts on the pets themselves have yet to be explored. Previous studies do suggest, however, that when dogs are left alone, they display more anxiety-related behaviors such as barking, destruction, lip-licking, body shaking, and higher levels of alertness. The present study investigated the difference in anxiety-related behaviors between on-campus dwelling dogs (n = 18) and off-campus dwelling dogs (n = 12) when exposed to a novel environment, and the physiological baseline of the dogs. Specifically, a saliva sample was collected from each dog before they were placed into a novel room for three minutes and their behavior was coded. Overall, there were no significant differences found between the two groups in either the anxiety-related behaviors observed or salivary cortisol levels. The implications of our findings for campus dogs will be discussed.
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INTRODUCTION

Companion animals accompanying their owners when they go off to college encompasses a relatively new human-animal dynamic. Some colleges and universities are strict—only allowing service animals or emotional support animals—while other institutions offer entirely “pet-friendly” campuses. Regardless, the sight of companion animals on college campuses is becoming more prevalent.1–2

College can be a time of distress for students. Between transitioning from home to college, dealing with academic expectations, and managing new social relationships, students often experience anxiety, depression, and loneliness.3–4 To mitigate these challenges, it is estimated that 62% of universities in the United States implement animal-visitation programs, such as visits from therapy dogs during exam weeks.2,5 These programs are impactful, as previous literature suggests that human-animal interactions can have both physiological and psychological impacts on an individual, such as decreased blood pressure,6–10 increased engagement in physical activity,10–12 reductions in medication,10,13 greater feelings of happiness,10,14 and an improved mood.10,15

Some colleges have gone as far as allowing students to bring their family pets to live with them on campus.2,16 However, bringing a family companion animal to live on a college campus introduces many changes for the animal such as living in a smaller space, being exposed to many unfamiliar people and animals, being left alone for long periods of time, and having to adjust to a new lifestyle and routine. Highfill and Goodman-Wilson (2017) found that student-pet owners, on average, reported a low investment of both time and money in the care of their pet.17 Specifically, students reported spending an average of only four hours per day with their dogs or cats, which may render a more stressful living condition for animals than life in a family home.17 While other studies have yet to investigate the impacts of living in a dorm room on dogs, researchers have examined the effects of other types of housing environments on stress levels in dogs. For example, Beera et al. (1999) investigated stress levels in fifteen beagles living either in group housing or individually.18 Overall, when living in housing that restricted their space and social interactions, dogs displayed more stress-related (e.g., autogrooming, eating feces, vocalizing) and aggressive behaviors.18

Another potential issue of dogs living in a dorm setting is being left alone for extended periods of time while students are in class and at extracurricular activities. Previous studies have indicated that when left alone, dogs display more anxiety-related behaviors
such as barking,\textsuperscript{19-21} destruction,\textsuperscript{12} lip-licking, body shaking and higher levels of alertness.\textsuperscript{19, 21} Frank et al. (2007) conducted an exploratory study investigating the behavior of puppies when left alone.\textsuperscript{19} They found that many of the behaviors that were exhibited by the puppies were compatible with anxiety or fear, such as vocalizing, yawning, scratching, licking their lips, and a heightened sense of awareness.\textsuperscript{19, 22}

In similar research, Rehn and Keeling (2011) investigated how dogs are affected when their owners leave them home alone during the workday.\textsuperscript{21} In this study, twelve dogs were tested across three conditions: being left alone for thirty minutes, being left alone for two hours, and being left alone for four hours. Upon return of their owners, the dogs who were left alone for two and four hours demonstrated significantly more attentive behaviors and physical activity than the dogs who were left for half an hour. There was no difference in the number of interactions initiated by the owners, suggesting that the dogs’ post-separation behaviors were dependent on the time differences rather than on owner behaviors. Overall, the researchers concluded that dogs could perceive and be affected by the length of time they are left alone, but researchers did not find any evidence to suggest that the welfare of dogs is reduced during separation.

In addition to behavioral observations, measuring cortisol concentrations is an increasingly common method for physiologically detecting dog stress and welfare.\textsuperscript{23-24} Cortisol is a glucocorticoid hormone produced by the hypothalamic-pituitary-adrenal (HPA) stress response pathway. Therefore, this hormone has been used to investigate the stress of dogs in various environments such as shelters,\textsuperscript{24-26} kennels/pet hotels,\textsuperscript{27-28} laboratories,\textsuperscript{29-31} veterinary clinics,\textsuperscript{32-33} and the worksites of military, therapy, and other working dogs.\textsuperscript{34-37} Detecting cortisol levels in non-invasive samples such as saliva has therefore become more widely used, as it is important that the methods used for measuring the physiological stress response in dogs does not cause additional stress.\textsuperscript{23} Salivary cortisol concentrations correlate well with plasma levels and this non-invasive sample collection is generally well tolerated by dogs.\textsuperscript{38}

Although companion animals are becoming an increasingly familiar sight on college campuses, previous studies have only investigated the effects of bringing a pet to college on pet owners. Therefore, the goal of the present study was to investigate the impacts of this situation on dogs by examining how on-campus and off-campus dwelling dogs respond to being left alone. We chose these two populations of dogs because they both live with college students, but they differ in their living spaces. We also measured if there were physiological differences in stress between the two groups of dogs by comparing baseline salivary cortisol levels. Based on previous literature, we hypothesized that when left alone, on-campus dwelling dogs would exhibit more anxiety-related behaviors than off-campus dwelling dogs, given that dogs who live on campus live in much smaller environments. Similarly, based on previous literature, we hypothesized that on-campus dwelling dogs would exhibit higher levels of baseline cortisol since they reside in smaller environments, suggesting that their increased stress could be detected both behaviorally and physiologically.

METHODS AND PROCEDURES

\textit{Subjects}

This study was conducted at a small college in the southeastern United States and was approved by the home institution’s IACUC. Thirty dogs (see Table 1) of varying breeds and sizes participated in the study (average age = 4.33 years; average length of ownership = 3.30 years; average length of time on-campus dwelling dogs have lived on campus = 2.33 semesters). In accordance with the previously reported effects of sex, neuter status, and age on salivary cortisol levels,\textsuperscript{39} only dogs who were neutered or spayed and older than 6 months were selected for the study.
<table>
<thead>
<tr>
<th>Name</th>
<th>Breed</th>
<th>Living</th>
<th>Age (yrs)</th>
<th>Length of Ownership (yrs)</th>
<th>Semesters Living on Campus</th>
<th>Analysis Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abby</td>
<td>Maltese Poodle</td>
<td>on</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>B; P</td>
</tr>
<tr>
<td>Apollo</td>
<td>Golden Retriever</td>
<td>off</td>
<td>0.75</td>
<td>0.75</td>
<td>n/a</td>
<td>B; P</td>
</tr>
<tr>
<td>Augie</td>
<td>American Eskimo Mix</td>
<td>on</td>
<td>1.5</td>
<td>1.5</td>
<td>2</td>
<td>B; P</td>
</tr>
<tr>
<td>Bean</td>
<td>Deer Head Chihuahua</td>
<td>on</td>
<td>12</td>
<td>2</td>
<td>3</td>
<td>B; P</td>
</tr>
<tr>
<td>Bosco</td>
<td>Black Lab/Rottweiler Mix</td>
<td>on</td>
<td>2</td>
<td>0.75</td>
<td>2</td>
<td>B; P</td>
</tr>
<tr>
<td>Callie</td>
<td>Mini Australian Shepherd</td>
<td>off</td>
<td>4</td>
<td>4</td>
<td>n/a</td>
<td>B</td>
</tr>
<tr>
<td>Chance</td>
<td>Border Collie</td>
<td>on</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>B; P</td>
</tr>
<tr>
<td>Cleo</td>
<td>Lab Mix</td>
<td>off</td>
<td>1.5</td>
<td>1</td>
<td>n/a</td>
<td>B; P</td>
</tr>
<tr>
<td>Dakota</td>
<td>Golden Retriever</td>
<td>on</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>B; P</td>
</tr>
<tr>
<td>Einstein</td>
<td>Pembroke Welsh Corgi</td>
<td>off</td>
<td>8</td>
<td>0.75</td>
<td>n/a</td>
<td>B; P</td>
</tr>
<tr>
<td>Ezra Grey</td>
<td>Australian Shepherd</td>
<td>on</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>B; P</td>
</tr>
<tr>
<td>Guppy</td>
<td>Cocker Spaniel</td>
<td>off</td>
<td>1.5</td>
<td>0.5</td>
<td>n/a</td>
<td>B</td>
</tr>
<tr>
<td>Ivy</td>
<td>Akita Inu</td>
<td>off</td>
<td>3</td>
<td>2.5</td>
<td>n/a</td>
<td>B; P</td>
</tr>
<tr>
<td>Jax</td>
<td>Jack Russel/Chihuahua Mix</td>
<td>off</td>
<td>3</td>
<td>3</td>
<td>n/a</td>
<td>B</td>
</tr>
<tr>
<td>Kona</td>
<td>Chihuahua Mix</td>
<td>on</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>B</td>
</tr>
<tr>
<td>Lexi</td>
<td>Lab Mix</td>
<td>on</td>
<td>12</td>
<td>12</td>
<td>1</td>
<td>B</td>
</tr>
<tr>
<td>Lila</td>
<td>Poodle Mix</td>
<td>on</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>B</td>
</tr>
<tr>
<td>Louie</td>
<td>Lab/Shepherd Mix</td>
<td>on</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>B; P</td>
</tr>
<tr>
<td>Luna</td>
<td>Pitbull Mix</td>
<td>on</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>B</td>
</tr>
<tr>
<td>Luna</td>
<td>Labrador Retriever</td>
<td>on</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>B; P</td>
</tr>
<tr>
<td>Molly</td>
<td>Husky Mix</td>
<td>on</td>
<td>8</td>
<td>7</td>
<td>1</td>
<td>B; P</td>
</tr>
<tr>
<td>Mookie</td>
<td>Pitbull/Bulldog Mix</td>
<td>on</td>
<td>2</td>
<td>0.5</td>
<td>1</td>
<td>B; P</td>
</tr>
<tr>
<td>Neo</td>
<td>Giant Schnauzer</td>
<td>off</td>
<td>9</td>
<td>9</td>
<td>n/a</td>
<td>B; P</td>
</tr>
<tr>
<td>Niki</td>
<td>Australian Shepherd</td>
<td>off</td>
<td>12</td>
<td>11</td>
<td>n/a</td>
<td>B; P</td>
</tr>
<tr>
<td>Padfoot</td>
<td>Havanese</td>
<td>off</td>
<td>3.5</td>
<td>3</td>
<td>n/a</td>
<td>B; P</td>
</tr>
<tr>
<td>Peanut</td>
<td>Chihuahua/Shih Tzu Mix</td>
<td>off</td>
<td>1</td>
<td>0.75</td>
<td>n/a</td>
<td>B; P</td>
</tr>
<tr>
<td>Rocky Balboa</td>
<td>Shih Tzu</td>
<td>on</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>B</td>
</tr>
<tr>
<td>Silas</td>
<td>Corgi Mix</td>
<td>on</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>B; P</td>
</tr>
<tr>
<td>Thea</td>
<td>Lab/Pitbull Mix</td>
<td>off</td>
<td>4</td>
<td>3</td>
<td>n/a</td>
<td>B; P</td>
</tr>
</tbody>
</table>

Table 1. Breed, living location, age, length of ownership, number of semesters living on campus, and the analysis of the subject (behavioral = B; physiological = P).

Participants were recruited via email and all dogs were owned by undergraduate students or recent alumni who were currently in graduate school and were offered either extra credit in their psychology courses or a $5 gift card if they participated in the study. Eighteen of the dogs lived on campus in “pet-friendly” dormitories. The remaining twelve dogs lived off campus with their owners.

The college has several styles of dormitories. Traditional housing dorms are approximately 3.4 m x 4.9 m, or 18.6 sq. meters and are double-occupancy bedrooms. All of the dorm room housing is much smaller than popular off-campus apartments, which range in size from 48.8 sq. meters (one bedroom, one bath) to 103.8 sq. meters (two bedrooms, two baths).

**Testing Room**
Testing took place in a small, carpeted lab room (3 m x 2.4 m). Owners were instructed to bring one of their dog’s favorite items from home, such as a dog bed, a favorite blanket, or a toy, to leave in the room with their dog. Water was provided in a bowl.
Information Gathering Signals

Air-Sniffing (or, Leaning Forward Sniffing) When the dog twitches and flares his nostrils, raising his nose upward or outward slightly, moves his nose from side to side. The dog’s feet and body remain stationary.

Blinking When the dog blinks his eyes less than every two seconds or longer (<2 seconds).

Licking: Nose When the dog’s tongue comes out the front of his mouth and completely covers his nose, so that for a brief moment you can see the underside of the dog’s tongue. The tongue comes directly out and goes back in from the front of the dog’s mouth.

Licking: Sideways When the dog’s tongue comes out the front of his mouth, covers the nose only partially and then moves down the side of the dog’s mouth and retreats back in from the back of the lips.

Sniffing When the dog sniffs the ground, furniture, people, objects for more than two seconds without disconnecting from scent, without chewing or eating anything (>2 seconds).

Action or Movement-Related Behaviors

Hypervigilance When the dog keeps in constant motion, or moves rapidly, and is constantly alert and aroused to his environment.

Hyperexcitability When the dog’s state of arousal is out of sync with what is going on in the environment—i.e. the dog is aroused when the situation is relatively stable. The dog will most often be panting quickly, eyes will be round and open, pupils dilated, brow furrowed, tail wagging.

Jumping When both of the dog’s hind legs leave the ground with front paws up.

Lack of Movement When the dog’s wakeful state keeps him standing, sitting or lying down, hardly moving his feet, his spine is usually straight, and there is little movement out of any part of his body (>3 seconds).

Stereotypic Behaviors

Circling When the dog traces a circular motion, in one direction, over and over again.

Pacing or Route-Tracing When the dog traces a path side to side, walking a certain distance in one direction, and then the dog walks the same distance in the other direction, repeatedly. Each change in direction is preceded by a signature head-flick.

Vocalizations

Bark Spells Sharp loud vocalization. Number of seconds between barking spells (>1 second).

Whine / Cry Long, high pitched vocalization. Measured frequency of whining / crying spells with at least 2 seconds separating each spell.

Table 2. Operational definitions of anxious-type behavior variables in dogs.

Behavioral Procedure

The dog and the owner experienced a brief acclimation period of two minutes, where the dog was allowed to sniff around the lab room and become comfortable with surroundings. Next, saliva was collected from the dog’s mouth (see below for procedure).
Then, the owner was asked to do their normal routine of leaving the dog (e.g., saying good-bye, petting). The dog was left alone in the lab room for three minutes. During the separation period, the owner was asked to step outside of the building, so that their scent was no longer in the vicinity of the lab room. The dog was observed by researchers through a one-way mirror. To reduce blind spots, the dog was filmed from two-points of view: (1) a camera on a table in the lab room, and (2) through the mirror. After 3 minutes, the owner returned to the room and greeted the dog. Videos were analyzed later and coded (inter-rater reliability = 91%) using an ethogram adapted from Sternberg (2007) (see Table 2).

**Physiological Procedure**

All saliva samples were collected from 8:00 am-12:00 pm since cortisol levels are known to vary significantly throughout a 24-hour day. To validate this four-hour window, mean salivary cortisol concentrations for on-campus dogs collected from 8:00 am-10:00 am (0.2564 μg/dL) versus 10:00 am-12:00 pm (0.1915 μg/dL) were compared and no significant difference was observed ($t$($11$) = -1.01, $p = .17$). Dog owners were instructed to ensure that dogs did not eat one hour prior to sampling and did not drink 10 minutes before collection to avoid sample dilution.

Cortisol samples were only collected prior to behavioral analyses, as the goal of this measurement was to compare baseline cortisol levels, rather than to analyze any differences before and after the separation. Samples were collected using a Salimetrics SalivaBio Children’s Swab by placing it on the side of the dog’s mouth for ~30 seconds. Owners were asked to gently restrain their dog if necessary.

To facilitate salivation, the dog was presented with a small dog treat, which was given after sufficient saliva was collected (at least 0.5 g). Any samples that had visible blood contamination were discarded. The saliva was immediately frozen at -20 °C and later analyzed for cortisol using a Salimetrics Salivary Cortisol Elisa Kit according to the manufacturer’s protocol. SPSS Statistics Version 26 was used to run independent-samples $t$-tests for both behavioral and physiological data.

**RESULTS**

**Behavioral Results**

A series of independent-samples $t$-tests were conducted to determine whether there were significant differences among observed anxiety-related behaviors between dogs living on-campus vs. off-campus (Table 3). Overall, no significant differences were found for any of the behaviors ($p > 0.05$).

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Living</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>$t$</th>
<th>df</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total # of Dog Anxious Behaviors on</td>
<td>23.94</td>
<td>14.95</td>
<td></td>
<td>.010</td>
<td>28</td>
<td>.99</td>
</tr>
<tr>
<td></td>
<td>24.00</td>
<td>13.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.42</td>
<td>5.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sum of Information Gathering Signals</td>
<td>5.86</td>
<td>3.83</td>
<td></td>
<td>-.519</td>
<td>28</td>
<td>.61</td>
</tr>
<tr>
<td></td>
<td>6.67</td>
<td>4.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sum of Action or Movement-Related Behaviors on</td>
<td>6.14</td>
<td>5.73</td>
<td></td>
<td>-.177</td>
<td>28</td>
<td>.86</td>
</tr>
<tr>
<td></td>
<td>6.50</td>
<td>5.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sum of Stereotypic Behavior on</td>
<td>3.81</td>
<td>5.06</td>
<td></td>
<td>-.260</td>
<td>28</td>
<td>.80</td>
</tr>
<tr>
<td></td>
<td>4.25</td>
<td>3.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bark Spells on</td>
<td>3.75</td>
<td>4.95</td>
<td></td>
<td>.608</td>
<td>28</td>
<td>.55</td>
</tr>
<tr>
<td></td>
<td>2.67</td>
<td>4.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Whine / Cry on</td>
<td>5.11</td>
<td>5.06</td>
<td></td>
<td>-.815</td>
<td>28</td>
<td>.42</td>
</tr>
<tr>
<td></td>
<td>6.83</td>
<td>6.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 3. Independent samples $t$-tests of selected observed anxiety-related behaviors between dogs living on-campus vs. off-campus.**

**Physiological Results**

While we were able to analyze the behaviors of all 30 dogs, analyzable saliva samples were collected from 22 of the dogs, 13 of those being on-campus dwelling and nine off-campus dwelling. All saliva samples had cortisol concentrations in the range of those commonly reported for domestic canines. Even though the mean salivary cortisol concentration was higher for dogs living off-campus in comparison to those living on-campus (0.2946 μg/dL vs. 0.2115 μg/dL, respectively, (see Figure 1)), the difference was not statistically significant ($t$($20$) = -1.46, $p = .08$). The salivary cortisol levels of on-campus and off-campus dogs collected...
in the first part of our sampling window (8:00am-10:00am) were further compared to ensure diurnal fluctuations were not
masking any differences. No significant difference was found (on-campus mean: 0.1915 μg/dL; off-campus mean: 0.2839 μg/dL;
$t(15) = -1.54, p = .07$).

![Figure 1. Comparison of salivary cortisol concentrations for on-campus (n = 13) vs. off-campus dogs (n = 9).](image)

**DISCUSSION**

Based on previous research, we hypothesized that when left alone in the lab, on-campus dwelling dogs would exhibit more
anxiety-related behaviors than off-campus dwelling dogs, given that dogs who live on-campus live in much smaller environments.
Similarly, we hypothesized that on-campus dwelling dogs would exhibit higher levels of cortisol, suggesting that they were more
stressed. Overall, our results indicate that there were no significant differences in cortisol levels and that there were no significant
behavioral differences between the on-campus dwelling dogs and off-campus dwelling dogs when left alone. These results do not
support our hypotheses; however, these results are positive in that they suggest that dogs living in dorm rooms on college
campuses do not experience significantly different welfare conditions than dogs living in larger complexes off campus.

A confound to our research could be the duration of time that a dog has lived in their given environment. Rooney et al. (2007)
suggested that dogs exhibit more anxiety-related behaviors and have higher levels of cortisol when living in a newer
environment. This is important to note since college students have the tendency to live in a dorm for nine months at a time
before returning home for the summer. In this study, the average length of time that on-campus dwelling dogs lived on campus
was two-and-one-third semesters. The average length of time that off-campus dwelling dogs lived in their respective
environments was not obtained. Future studies should control for the duration that an animal has lived in their environment.
Additionally, a longitudinal study could be conducted to compare the number of anxiety-related behaviors and the cortisol levels
of dogs before they come to campus, immediately after they first come to campus, during their time on campus, and then again
right before their owner graduates. An additional facet of this could include another non-invasive approach of analyzing the
cortisol levels of hair over similar timelines to correlate the results with salivary concentrations. Combined, this would provide
more information on the impact of living on campus on dogs, as previous studies have suggested that dogs who are habituated to
their environment may exhibit less anxiety-related behaviors and have lower levels of cortisol. Even though our results indicated no behavioral or physiological differences between on-campus and off-campus dwelling dogs, it is important to consider the mental stimulation of the dogs owned by college students. Indeed, previous studies have shown that increased human interaction has led to lower cortisol levels and improved scores on behavior tests in dogs residing in shelters. Therefore, future studies could include a third subject group of off-campus dogs who are not owned by college students to explore possible differences in owner-lifestyle and dog welfare experiences. Additionally, to investigate the behavioral differences between on-campus and off-campus dwelling dogs when left alone in the home, future studies could utilize citizen science by asking owners to set up hidden cameras that film their dogs when left alone. Furthermore, given the limited sample size of our study—a challenge not new to comparative cognition—we encourage other researchers to replicate our study to learn more about the impacts of various housing environments on companion dogs.
This study is among the first to explore the behavior and physiology of dogs living on college campuses. Since dogs are becoming an increasingly familiar sight on college campuses, it is of utmost importance to continue to research all aspects of welfare in order to ensure our furry friends are living fulfilling lives as their owners get their diplomas.
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PRESS SUMMARY
Companion animals are becoming a more familiar sight on college campuses, and they are often viewed as an essential element of wellness by students and institutions of higher education. Though previous researchers have investigated the behavioral and physiological impacts of bringing a pet to campus on the owners, the present study is the first to investigate the impact on the pets themselves. Specifically, the present study investigated the difference in anxiety-related behaviors between on-campus dwelling dogs and off-campus dwelling dogs when exposed to a novel (new) environment, and the physiological baseline of the dogs. Overall, there were no significant differences found between the two groups in either the anxiety-related behaviors observed or salivary cortisol levels, suggesting that there were no behavioral or physiological differences between these two populations of dogs.