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ABSTRACT
Devastating forest fires in Brazil’s Amazon rainforest, one of the most important biomes for Earth’s climate balance, have captured the world’s attention in 2019 and 2020. Foreign governments, non-governmental organizations and institutional investors pressured Brazilian President Jair Bolsonaro to act and control the situation. Within this context, institutional investors threatened to divest from companies potentially linked to the wildfires and to sell government bonds, creating a divestment movement. Against this background, this article shows that Bolsonaro’s responses varied for each of the groups criticizing the handling of the environmental situation. It is argued that the Brazilian government adopted a more conciliatory tone and took more concrete actions when responding to institutional investors’ demands, compared to the responses for foreign governments and non-governmental organizations (NGOs). Based on fifteen in-depth interviews conducted in 2021 with professionals involved in this divestment case, the paper concludes that institutional investors played a key role in Bolsonaro’s winning coalition and electoral aspirations. Moreover, the shortage of financial capital due to the COVID-19 pandemic created further incentives for Bolsonaro to avoid conflicts with institutional investors.
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INTRODUCTION
In 2019 and 2020, the Amazon wildfires took the headlines as the number of destroyed wildlife areas kept breaking records in Brazil. Brazilian President Jair Bolsonaro’s administration was accused of being responsible for these events after adopting a series of deregulations on environmental protection, such as rolling back illegal deforestation laws, scaling down the operational ability of the main Brazilian environmental supervisory agency, the Brazilian Institute of the Environment and Natural Resources (IBAMA), and even firing the head of the Brazilian space monitoring organization, the National Institute for Spatial Researches (INPE), who denounced the overwhelming growth of Amazon rainforest loss. These actions not only prompted domestic responses, but also generated reactions from foreign countries, international civil society, and the private sector. However, even though all these actors pressured for better environmental protection, the Brazilian government reacted differently to each one of them, being more responsive to the private sector than others.

Studying the influence that the private sector can exert on governments in comparison to other states and civil society can provide insights about power, decision-making processes, and transnational private governance. The strategy adopted by the financial sector in the Brazilian case was to threaten to divest from activities related to the Amazon destruction and sell bonds from the Brazilian government and state-owned companies. From a broader perspective, divestment occurs when investment funds, pension funds, governments, and any other organizations dealing with investments decide to sell their assets, such as stocks and bonds, from specific companies, sectors, and even countries. This decision can be either motivated by financial reasons, such as increased governmental regulation on a specific sector undermining a company’s performance, or/ and social and ethical reasons, such as investors reallocating their investments out of companies known for employing forced child labor.

This article contributes to the divestment literature. While companies have experienced divestments after violating human rights, harming the environment, and having negative public perception, institutional investors have never blamed nor threatened to divest from governments over environmental issues. The Carmichael mine project, in Australia, did suffer with divestment movements against it, and the Australian government intervened to subside it. However, the government did not become a target of the movement. Other governments were indeed the main focus of divestment efforts, such as in Myanmar, Sudan, and the...
Apartheid regime in South Africa. However, these cases were motivated by human rights abuses, not environmental issues. The Brazilian case, on the other hand, presents a different scenario in which a federal government is the main target of a divestment movement due to environmental motives. In this context, Bolsonaro has adopted a more conciliatory reaction to the private financial sector relative to other players, both in terms of actions to address the demands and of discursive tone. Therefore, it is important to do an in-depth study of the Brazilian case to further develop knowledge of how divestment movements unfold and to better understand the private sector’s ability to influence governments in a globalized world facing more and more environmental challenges.

Given these events, this article will answer the following question: why did the Brazilian government vary its reaction to external pressures from foreign governments, civil society, and institutional investors regarding the Amazon wildfires? This article’s hypothesis is that governments are more responsive to institutional investors’ pressure than foreign governments’ and NGOs’ pressure when investors play a major role in the incumbent winning coalition and when financial capital is scarce. Drawing from interviews with key players involved with the Brazilian divestment case, the article will first show that Bolsonaro’s government indeed crafted different responses to different actors pressuring Brazil due to the Amazon wildfires, and then argue that the Brazilian government was more responsive to the pressure from institutional investors because they played a key role in Bolsonaro’s winning coalition stability and his electoral concerns, and because Brazilian financial capital was scarce due to the COVID-19 pandemic. Therefore, the private sector was able to have their critiques more recognized due to three main reasons: electoral concerns, economic need, and winning coalition bonds.

**LITERATURE REVIEW**

Three branches of the literature explore the functioning, achievements, and implications of divestment movements: the study area of the demand side of divestment, carried out by actors such as activists; the area focused on the supply side of divestment, embodied by institutional and non-institutional investors; and the branch concentrated on the consequences and reactions of divestment-targeted firms and governments.

One strand of scholarship identifies NGOs; coalitions of civil rights, student, environmental, and labor activists; religious organizations; and consumers as the protagonists of the demand side of divestment. They operate as norm entrepreneurs to pressure institutional investors to divest, which threatens their target’s social license to operate by stigmatizing and delegitimizing them and also questioning their financial performance. Another group of scholars investigates which factors can lead the supply side of divestment, mainly constituted by institutional investors, such as public and private banks, insurance firms, universities, public-sector pension funds, and asset management firms to divest. These actors assess political, institutional, economic, environmental, and any other relevant uncertainties in order to manage financial risks and guarantee the financial performance of their clients’ invested capital. Once they get targeted by divestment movements, they are pressured to apply exclusionary screening to their investment decisions, which is the practice of using a “set of filters to determine which companies, sectors or activities are eligible or ineligible to be included in a specific portfolio” based on different criteria. In this context, they may consider various aspects to perform this exclusionary screening: reputational and legitimacy risks for their businesses, the financial performance of an investment (if an activity is profitable, investors will hardly divest from it, but if it has high financial instability and volatility, a value-maximizing strategy would be to divest), their fiduciary duties, the structural characteristics of their investments, such as long-time temporality investments, their willingness to use their shareholders “voice” by engaging with companies, the possession of calculative models capable of adequately price new kinds of financial risks, such as climate change risks, as well as the heterogeneity of organizational design. A final group of scholars examines how firms and industries targeted by divestment movements to be stigmatized are affected and how they react. These affected companies and industries perceive this matter as a legitimacy contest for survival. Thus, maintaining their social license to operate through strategies, such as delegitimizing divestment movements, means fortifying their standing with regulators and keeping with the ability to raise capital for expansion and usual business, besides not losing clients.

More generally, there is a consensus in the academic literature that divestment movements are not very efficient in generating relevant financial impact for targeted companies and industries, especially in the short term. Sectors with high demand will continue to be profitable regardless of whether some investors sell their shares or assets, and these stocks will continue with the same prices as long as there are other investors willing to buy what divestors have sold, or governments willing to reduce divestment impacts. Nevertheless, these limitations are acknowledged by divestment activists, who argue that their main short- and medium-term goals are raising awareness, producing knowledge, shifting attention, and stigmatizing certain industries, governments, and activities. In the long-term, these outcomes may eventually increase market uncertainty by making shareholders doubtful about ventures’ future profitability, strengthening the chances of cessation of engagement by customers, contractors, and suppliers, and promoting more governmental restrictive regulatory measures that, in the aggregate, would impose enormous costs on the targeted activities and sectors if they continue with “business as usual.” Besides the aforementioned conditions, divestment movements are the most successful in altering their targets’ activities when they manage to combine...
This article contributes to a gap in the literature on how governments react to divestment movements. It builds on studies of how the Sudanese, South African, and Australian governments reacted to such movements. For example, the Sudanese government defended itself against U.S. student divestment movements against human rights violations in 2005 by publishing a defense letter in the New York Times. Moreover, U.S. opponents of divestment movements to overthrow the racist Apartheid regime in South Africa countered that continued corporate presence in the country served to improve the conditions of black workers through social responsibility accounting. While these studies contribute to understanding government (re)action in the context of divestment dynamics, they do not analyze in depth the role of national governments in defending themselves in such events, nor do they propose theoretical frameworks to examine their views and motivations on the subject. The Australian divestment case regarding the Carmichael Mine and its governmental influence has received more scholarly attention because the government sheltered the energy sector from divestment movements. However, the divestment unrest was not primarily focused on challenging the government itself, but rather a specific project supported by it.

This paper will tackle the subject of how governments react to divestment pressures through the analysis of the Brazilian divestment case, which is to the best of my knowledge the first time in history that a federal government is the main target of a divestment movement due to environmental degradation. Although other governments were indeed the main focus of divestment efforts, such as in Myanmar and Sudan, these cases were motivated by human rights violations, not environmental issues. The Brazilian and Australian cases have some similarities: in both cases, the motivation for divestment pressure was mainly environmental, and important sectors for the respective economies were targeted (coal in Australia and livestock, soy, and other products in Brazil). However, there are important differences as well: first, the efforts against the Carmichael mine were part of a broader international climate action movement (anti-mining campaign), while in Brazil it was a more singular movement, highlighting the different levels of interaction between civil society and the private sector. Second, in Brazil, the Amazon rainforest issue is contentious, with different parties attacking each other for the topic, while in Australia, the coal sector was supported by both major political parties. Finally, in Australia, divestment pressure was directed at a specific project of a multinational company supported by the government, while in Brazil the pressure was broader, directed at the government itself and at various companies from different sectors that could be benefiting from the forest fires.

Therefore, studying the extent to which a government may be affected by divestment pressures related to environmental contentious issues and how it responds to them, particularly in a globalized financial world facing increasing challenges from the climate crisis, can provide valuable contributions for the literature. Such analysis also provides insights into current trends within the private financial sector related to environmental, social, and governance (ESG) parameters, and how they are changing the incentives of private organizations when making investment and divestment decisions, in line with the developments and dynamics of the Brazilian case.

**OVERVIEW - THE BRAZILIAN DIVESTMENT CASE**

Jair Bolsonaro, a seasoned congressman with more than twenty years of political experience, took office as Brazil’s president in January 2019. During his election campaign, he shared polemical statements about his planned environmental policies, such as Brazil’s withdrawal from the Paris Agreement and the dissolution of the Ministry of Environment (neither of which happened). The first indications that Bolsonaro’s environmental policies were flawed came when eight former environment ministries from past administrations released a manifesto criticizing them, and the National Institute for Spatial Researches (INPE) publicly highlighted the 278% year-on-year increase in deforestation in the Amazon rainforest in July. Soon came news of forest fires in the Amazon, such as an 82% increase in wildfires between January and August compared to the same period in 2018, the “Day of Fire” when farmers and ranchers set a coordinated series of fires in the Amazon rainforest and adjacent lands to show their support for Bolsonaro, and when the sky suddenly darkened in the middle of the day in São Paulo, Brazil’s largest city, located nearly 1800 kilometers from the Amazon rainforest, because of the smoke coming from the Amazon fires.

This situation attracted the world’s attention, including from foreign countries, international NGOs, multinational companies, and investment funds, among others. They began to criticize the Brazilian federal government’s handling of the forest fires and demanded action to solve the problem by publishing statements and reports, writing petitions, and taking other actions that will be later detailed in this essay. On the other hand, the Bolsonaro government responded to these criticisms with a series of reactions, such as the deployment of the army to control the fires, the enactment of a ban on forest fires in the Amazon, and the creation of the Amazon Council.

The private sector, and institutional investors in particular, exerted a range of pressures, threatening to divest from the government, as well as from companies potentially linked to the fires, such as the livestock, soybean, and cellulose sectors with large companies like Marfrig Global Foods, Cargill, and Suzano. One example of this pressure was when 251 institutional
investors with approximately $17.7 trillion in assets under management, such as the California Public Employees’ Retirement System (CalPERS), China Asset Management Co., and the Church of Sweden, demanded action on deforestation from companies in Brazil. They stated, “We are concerned about the financial impact deforestation may have on investee companies, by potentially increasing reputational, operational, and regulatory risks. Considering increasing deforestation rates and recent fires in the Amazon, we are concerned that companies exposed to potential deforestation in their Brazilian operations and supply chains will face increasing difficulty accessing international markets.”

Further evidence was that 34 international financial institutions managing $4.5 trillion in assets sent letters to Brazilian embassies in seven countries calling for meetings and expressing concern that Brazil was removing protections for the environment and indigenous communities, therefore “creating widespread uncertainty about the conditions for investing.” In addition, the investors wrote, “[We] urge the government of Brazil to demonstrate clear commitment to eliminating deforestation and protecting the rights of indigenous peoples.” However, after more than a year of pressure, the only divestment that occurred was by the public limited company Nordea Asset Management, which withdrew its $47 million investment in the Brazilian meat company JBS and suspended the purchases of Brazilian government bonds.

The timelines below provide a chronological overview of key events within this dynamic of external and internal pressures, and government responses to them. They cover events between 2019 and 2020, with a focus on the months of August and September, when higher rates of wildfire typically occur. Pressures emanating from various groups are shown below the x-axis, while government responses to them are depicted above it. A variety of sources were used to produce them, including newspaper articles and official statements from organizations, which can be found in the appendix.

Figure 1. Key events during 2019.
The timelines demonstrate that Bolsonaro’s government adopted a range of reactions to the demands and criticisms of various groups, some of which were more aggressive while others had a more serious and conciliatory tone. The following sections analyze these responses and explore the reasons why particular responses were chosen to address the pressures of each group.

METHODS AND PROCEDURES

This paper’s research methodology is based on in-depth virtual interviews conducted during the second half of 2021 with a group of investment portfolio managers, high-level government officials, and civil society representatives all directly and indirectly involved with the Brazilian divestment dynamics, in a methodological similar way to the work done by Christophers, which attempted to interview various and diverse institutional investor representatives and stopped seeking further interviews once the information gathered began to repeat itself. Since the Brazilian case is still very recent, this interview method was the preferred strategy because it not only enabled the author to get a more detailed and clearer picture of the whole dynamic by comparing and examining different statements from people coming from different organizations with conflicting interests, but also gave him access to information that is not otherwise available to the public, not even in newspapers and official reports. These, in turn, were useful in evaluating this paper’s hypothesis that governments are more responsive to institutional investors’ pressure in comparison to foreign governments and NGOs when investors play a major role in the incumbent winning coalition and financial capital is scarce.

All interview materials (questions, explanations, and scripts) were submitted to the analysis of the Ethics Compliance Committee on Research Involving Human Beings of the Getulio Vargas Foundation. After receiving their approval (Decision n. 161/2021 emitted on the 2nd of August 2021), the author proceeded to send out the invitations and conduct the interviews. More than 210 invitations to different professionals were made both through intermediaries known to the researcher as well as through institutional contact points in each interviewee’s respective organization. The interview invitations were sent by email, followed by websites’ contact forms, and LinkedIn, Facebook, Twitter, and Instagram account messages. The choice of which organizations and persons to invite was first based on the relevance to the divestment dynamics in Brazil (if the organization was directly involved with exercising divestment pressures, suffering with them, or speaking either in favor or against them, for example), and...
secondly with the use of the snowball method. The ratio of invitations made, response rate, and acceptance rate can be seen in the table below (different invited professionals at the same organization were counted separately for all these invitations’ numbers).

<table>
<thead>
<tr>
<th>Area/ Sector</th>
<th>Invites sent</th>
<th>Non-response rate</th>
<th>Rejection rate</th>
<th>Acceptance rate</th>
<th>Interviews conducted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Civil society</td>
<td>61</td>
<td>68.75%</td>
<td>21.87%</td>
<td>9.37%</td>
<td>7</td>
</tr>
<tr>
<td>Bolsonaro government areas</td>
<td>21</td>
<td>80.95%</td>
<td>9.52%</td>
<td>9.52%</td>
<td>2</td>
</tr>
<tr>
<td>Financial sector</td>
<td>38</td>
<td>71.05%</td>
<td>18.42%</td>
<td>10.52%</td>
<td>4</td>
</tr>
<tr>
<td>Political opposition to Bolsonaro</td>
<td>7</td>
<td>71.42%</td>
<td>14.28%</td>
<td>14.28%</td>
<td>1</td>
</tr>
<tr>
<td>Brazilian agribusiness sector</td>
<td>37</td>
<td>62.16%</td>
<td>35.13%</td>
<td>2.70%</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Invitations to interviews and response, rejection, and acceptance rates.

The overall acceptance rates were low, but this was already expected since all invitations were made online during the COVID-19 pandemic. However, two groups stand out: first, there was a slightly higher acceptance rate for invitations to the political opposition to Bolsonaro. Since the author had more direct connections with people from this sector, it was easier for him to get efficient recommendations and also have invitations accepted. Second, the acceptance rate was much lower in the Brazilian agribusiness sector. Being one of the sectors most affected by this divestment dynamic, one might assume that they prefer not to talk about the issue unless absolutely necessary.

The fifteen interviews are listed on the table below. These were of fundamental importance for the following points: providing detailed descriptions of processes and mechanisms observed in the context of divestment pressures; perform the process tracing of these mechanisms, thus adding micro-foundations for events and patterns observed at the macro level; empirically verify actors’ interests and preferences as well as their initially observed relationships; and analyze the validity of this paper’s hypothesis. In order to identify and highlight narrative biases by respondents, a triangulation method was used with information from multiple sources coming from distinct organizations and backgrounds to assess and confirm the convergence of information. In addition, to ensure the professional integrity of the interviewees, no more information will be given at the risk of hurting their anonymity. Seven people related to the civil society (A1 - A7), three people related to the Brazilian government and legislative politics (B1 - B3), and five people associated with the national and international private and financial sector (C1 - C5) were interviewed. All interviewees come from different organizations. The interviews were semi-structured, conducted via videoconference, with a leverage duration of one hour, and with some of the questions, which can be found in the appendix, varying according to the interviewee’s background.
Table 2. List of interviewees and their backgrounds.

<table>
<thead>
<tr>
<th>Interviewee</th>
<th>Sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Campaigner at an international environmental NGO</td>
</tr>
<tr>
<td>A2</td>
<td>Coordinator of a transnational environmental coalition</td>
</tr>
<tr>
<td>A3</td>
<td>Environmental grassroots activist</td>
</tr>
<tr>
<td>A4</td>
<td>CEO of a Brazilian environmental NGO</td>
</tr>
<tr>
<td>A5</td>
<td>Coordinator at an international foundation and professor at a Brazilian university</td>
</tr>
<tr>
<td>A6</td>
<td>Head of the Centre for Sustainability Studies at a Brazilian university</td>
</tr>
<tr>
<td>A7</td>
<td>Science director at a research institute focused on the Amazon</td>
</tr>
<tr>
<td>B1</td>
<td>Advisor for a Brazilian senator part of the opposition against Bolsonaro</td>
</tr>
<tr>
<td>B2</td>
<td>Chief of environment at a Brazilian federal bureau</td>
</tr>
<tr>
<td>B3</td>
<td>Member at the Bolsonaro’s Brazilian executive power sphere</td>
</tr>
<tr>
<td>C1</td>
<td>Sustainability manager at a Brazilian agribusiness association</td>
</tr>
<tr>
<td>C2</td>
<td>Portfolio manager at an investment fund A that threatened to divest</td>
</tr>
<tr>
<td>C3</td>
<td>Associate portfolio manager at an investment fund B that threatened to divest</td>
</tr>
<tr>
<td>C4</td>
<td>Portfolio manager at an asset management firm that threatened to divest</td>
</tr>
<tr>
<td>C5</td>
<td>Director of sustainable investing at an asset management firm that threatened to divest</td>
</tr>
</tbody>
</table>

RESULTS

Through the period between 2019 and 2021, different players pursued to pressure the Brazilian government to alter its policies regarding environmental protection, specially concerning the Amazon rainforest and the wildfires happening there. The following sections present the results of this research, particularly in relation to the motivations and strategies of the actors involved in the divestment pressures, the different governmental reactions of the Bolsonaro government, and the overall leverage of divestment threats in the Brazilian case. The interviews were particularly useful in gaining the knowledge and information necessary to understand how the pressures and government reactions within the Brazilian divestment case relate to the hypothesis defended by this paper that governments are more likely to respond to institutional investor pressure when they play a more important role in the incumbent winning coalition, compared to foreign governments and NGOs, and when financial capital is scarce.

MOTIVATIONS AND STRATEGIES

This section analyses the reasons and strategies employed to pressure Bolsonaro’s policies. In order to do that, news, reports, and official statements will be used, besides the interviewees’ perceptions of their own and each other’s categories.

CIVIL SOCIETY

Civil society was one of the players that pursued to pressure the Brazilian government to change its behaviors concerning environmental protection in the Amazon. International NGOs, such as Greenpeace and World Wildlife Fund (WWF), local Brazilian networks, such as the Brazilian Indigenous People Articulation (APIB), and celebrities, like Leonardo DiCaprio, are some examples of players who publicized their dissatisfaction with the wildfires.1,45-50 When it comes to their interests, three environmental activists (A1, A2, A5) stated that these actors focus on democratic agendas related to the vulnerable people and on
the defense of the “common good”, arguing that many of them do have honest concerns about the well-being of nature and the preservation of our world’s climate stability. One of them (A1) emphasized that NGOs are not interested in maximizing profits, which in turn elevates their moral standards. On the other hand, a person of the Bolsonaro’s Brazilian federal government (B3) argued that some of these groups are financed by external players and countries with doubtful intentions to gain power and undermine Brazil’s sovereignty, besides wanting to get more publicity and enhance their popularity.

Concerning their strategies, interviewees from the three branches (A3, A6, B1, C1) highlighted the capacity that NGOs and celebrities have at the communicative arena as their actions shape narratives and share ideas through the media, boosting a topic’s relevance and scope. Moreover, these actors can engage in legislative advocacy by pressuring representatives to demand changes from the federal government within the political system (A3). Besides that, civil society actors also seek to increase the pressure from other players at the Brazilian government. They met and encouraged state representatives from foreign countries to change their positions regarding the Amazon (C5) and pursued to facilitate coordination and cooperation between local networks and international organizations, other NGOs, and governments (C1). The “naming and shaming” method targeted at companies and institutional investors in order to raise their reputational costs of operating or being related to activities linked to the Amazon destruction was also used (A5, B2).

A great number of the interviewees (A1, A4, B1, B2, C2, C4, C5) pointed out to this indirect reputational link between civil society activism and divestment pressures: since NGOs and celebrities influence how society thinks about deforestation and wildfires in the Amazon by shining light on the issue, many clients of the institutional investors organizations can be stimulated to start pressuring them to alter their investment policies (besides constraining other businesses as well by not buying their products). Another important shared view among interviewees (A3, C3, C4, C5) was the existence of a more direct relationship: many NGOs have a direct dialogue with institutional investors through which they make presentations, present research and reports, and even help these investors to monitor the activities of their invested businesses by denouncing when a producer is related to illegal forest destruction in the Amazon. Two environmental activists (A2, A3) even argued that without the civil society pressure, the financial sector would not have engaged with the divestment threats in the first place.

One good illustration given by one interviewee (A5) of the relationship between the civil society activism and the Amazon wildfires was the “Sangue Indígena: Nenhuma Gota a Mais” (“Indigenous Blood: No Drop More”), a one-month tour organized by APIB at the end of 2019. This campaign took a Brazilian indigenous group to visit twelve different countries in Europe, such as Germany and Spain, in order to raise awareness of the situation in Brazil and denounce the environmental and human rights violations happening under Bolsonaro’s presidency. They met with other activists, legislative and executive representatives, agents of companies that had operations in Brazil, and institutional investors with investments in the Brazilian agribusiness sector, besides organizing demonstrations. Moreover, two of their main activities were denouncing the relationship between the finance sector and the Amazon destruction and highlighting the harmful effects the EU-Mercosur trade agreement could have on the environment. Another example was the campaign “Defund Bolsonaro”, which was launched in September 2020 by a coalition of NGOs calling for more actions from companies, governments, banks, and society to stop financing activities related to the wildfires.

Therefore, it emerged from the interviews that civil society tried to act as norm entrepreneurs in the Brazilian case, stressing that it was wrong to do business with some Brazilian sectors. NGOs and other groups tried to influence the middle players, the institutional investors, to take a stricter stance on forest fires in the Amazon, while also pursuing to influence other governments and public opinion as a whole.

FOREIGN GOVERNMENTS

Different countries have adopted distinct positions in the face of the fires in the Amazon. Some leaders adopted indifferent positions and sent messages of support wishing the situation would improve, sometimes even disposing of resources to help the Brazilian government. This was the case for countries such as the United States and Israel. However, most of the external state involvement in the issue came from governments placing the blame for the wildfires on Bolsonaro’s decisions, such as France, Germany, and Norway.

These more critical countries had varied reasons to adopt such stances: first, according to some of the interviewees (A2, A3, C4), in some of these countries, large groups of society are genuinely preoccupied with the climate crisis, and therefore demand that their leaders employ diplomacy aimed at combating further environmental destruction. Second, some of them have already invested a great amount of money for environmental protection in Brazil in the last decade through multilateral schemes, such as the Amazon Fund. One professor at a Brazilian university (A5) argued that to see decisions dismantling all the achievements accomplished with the invested resources must feel like a disappointment, and that is why some leaders reprimanded the situation. Third, a senior member of Bolsonaro's government and two representatives of civil society (A6, A7, B3) emphasized that interest
groups inside those countries might benefit from a damaged Brazilian commodities export-sector, leading them to pressure for actions of their governments. Finally, since climate change can threaten the national security of nations due to extreme weather events, and the balance of the Amazon rainforest is also important for agriculture and climate stability in other countries, some governments could be acting in ways to defend their own economic and national security (A2, A4).60,61

Foreign countries can exert their pressure through different channels. First, five interviewees with civil society and political backgrounds (A1, A4, A6, B1, B2) highlighted that nations can use diplomatic ways to show their discontent, such as official statements in forums, at conferences, on social media, and on television, as well as by symbolically isolating countries by limiting visits by heads of state to those countries. Second, interviewees from the three branches (A1, A6, B1, B2, C1) pointed out that external states can make use of issue linkage to halt negotiations on other matters such as international commerce. One Environmental grassroots activist (A3) cited the discussions on Brazil’s accession to the Organization for Economic Cooperation and Development (OECD) and the EU-Mercosur agreement as two examples of this dynamic, pointing out that Bolsonaro’s actions regarding the environment were convenient to delay such conversations because of protectionist groups in countries like France. Third, these governments may bypass the federal government and seek to establish links with subnational leaders, such as governors and mayors (A4, A7). Fourth, as already mentioned, developed countries can invest and have invested money in Brazil, be it by investing in funds, sponsoring programs and initiatives, or purchasing bonds. In this way, they can threaten to stop their investments and even divest what they already have invested, at least according to a science director at a Brazilian research institute focused on the Amazon (A7).

Overall, the interviews provided evidence that foreign countries may have very different interests in pressuring the Brazilian government regarding the Amazon rainforest fires, and that their strategies range from more traditional diplomatic measures to a more invasive approach by reaching out to internal opposition leaderships.

INSTITUTIONAL INVESTORS

The motivations of institutional investors to divest from companies and state-owned enterprises operating in Brazil due to the Amazon rainforest fires are directly related to the notion of “reputation”: the reputation of institutional investors, the reputation of the companies in which they invest, and the reputation of the Brazilian government (in this case, the term “reputation” represents the opinions from different audiences, such as customers, that are held about these different actors). Institutional investors depend, among other things, on their clients’ preferences. Both the media and the civil society can shape reputations of companies and organizations by deciding which information they are going to spread, which strategies will be used to do it, and who they are going “target” (at least in the case of civil society, according to one campaigner at an international environmental NGO (A1)). Therefore, clients of institutional investors can demand the divestment of specific companies, sectors, and even governments because of these targets’ reputations, which in turn might be influenced by the media and the civil society through their communicative capabilities and spread networks.

This direct relationship between the reputation of institutional investors and the reputation of the companies and activities in which they invest is one of the reasons why divestment and the associated pressures can occur. Almost all the interviewees (A1, A2, A5, A6, A7, B1, B2, C1, C2, C4, C5) emphasized that reputational risks create incentives for such institutional investors to pressure to divest, since governments, governments, investment funds, and pension funds have each one specific audiences to whom they are held accountable for. In the case of investment and pension funds, for example, each of them must respond to their client’s demands accordingly. If customers or other relevant groups on which they rely do not want their money invested in a company suspected of using child labor, they have the right to ask those responsible for managing their capital to stop investing in that company. Another example of this bottom-up dynamic is when a person concerned about climate change decides to become a client of an investment management company: The person will look for a company that does not invest in fossil fuels or is associated with them in any way. Representatives from the three branches (A6, B2, C1, C2) explained this by arguing that the reputation of an institutional investor organization associated with negative issues, such as deforestation, can generate negative economic consequences for the organization by decreasing its brand value, making it experience lower market performance compared to its competitors due to the difficulty to retain customers and attract new ones, and even suffering from boycotts.

In addition to reputation, one chief of environment at a Brazilian federal bureau and one coordinator of a transnational environmental coalition (A2, B2) argued that uncontrolled deforestation and wildfires in the Amazon rainforest create material financial risks for institutional investors, since the companies they invest that operate in the region suffer from increased reputational and regulatory risks, resulting in exacerbated systemic risk across portfolios. Thus, they fear that their invested assets will drop value as the companies lose access to markets and suffer from reputational damages. Moreover, three experts with civil society backgrounds (A2, A3, A6) mentioned that new regulatory frameworks with stricter laws, such as the new EU taxonomy and climate litigation, are increasingly creating more incentives for institutional investors to consider sustainability aspects when analyzing their investments in order to avoid taxes and fines.62 As a result, five participants (A1, A6, C2, C3, C5) pointed out that
institutional investors seeking to avoid negative associations can use divestment threats to demand more transparent disclosures and more effective measures to diminish environmental risks from the companies in which they invest.63

Moreover, the Brazilian case shows that it was not only private companies that had to handle with these pressures: Bolsonaro’s government also had to deal with criticism from institutional investors regarding the Amazon wildfires. One example was when 251 Investors with USD $17.7 trillion in assets under management called for corporate action on deforestation and fires in the Amazon and supported the efforts of Brazilian groups that “pledged the national government to regain control of the situation as a matter of urgency.”99, 63 An advisor to a Brazilian senator who is part of the opposition to Bolsonaro and one chief of environment at a Brazilian federal bureau (B1, B2) agreed that investors want to invest in countries with stable and foreseeable political, institutional, economic, and environmental regulatory contexts. Both of them further argued that the fact that institutional investors not only pressured the companies related to the Amazon context, but also the Brazilian government itself, demonstrates that they attribute part of the blame for the wildfires and the lack of stability in Brazil to Bolsonaro’s policy as well.

At the same time, this aspect shows that the financial sector and institutional investors also believed that changing government behavior was necessary to guarantee a greater stability for their investments, since altering their invested companies’ attitudes alone would not be enough to safeguard their reputation. This happens because investors cannot control every single activity in the Amazon, as there are millions of people living near the forest and hundreds of thousands economic activities happening in the region. Every single one of these activities can propagate deforestation and wildfires, and although a certain company might not be related to them, it still is vulnerable to the negative reputational contagion since it operates in the same region.24 Because of that, institutional investors also demand policy changes from the Brazilian government in order to control all the activities they cannot control themselves, thus pursuing to mitigate the risk of negative contagion to their investments.

Another motivation raised by some interviewees is the increased societal preoccupation related to the increasing number of extreme weather occurrences. Floods, droughts, and wildfires, among others, have become more frequent in the last few years, obliging people from all around the world to already struggle with the effects of climate change.64 Consequently, a greater portion of societies start to preoccupy themselves with such themes, and companies from distinct sectors are now having to respond to more pressure coming from consumers, governments, and shareholders regarding their environmental impacts.65, 66 As a result, three interviewees (B1, B3, C3) commented that the environmental, social, and governance (ESG) parameter has been developing in recent years which has led to more scrutiny over companies and organizations, and at the same time has allowed them to use ESG strategies to improve their reputations. A senior member of Bolsonaro’s executive government (B3) even argued that this international ESG investment trend was one of the main reasons for the divestment pressures related to the Amazon wildfires, rather than the government’s actions or the numbers of forest fires and deforestation. Therefore, the Brazilian divestment pressures also can be understood as an effect of additional concern from individuals and the private sector, especially since Amazon’s equilibrium and tipping point are not only essential for Brazil’s climate and economic stability, but also for the rest of the world due to the transnational aspect of climate change.65, 67

Institutional investors dispose of powerful strategies to pressure their invested companies and governments. As already mentioned, they can use their assets and the threat to divest to gain leverage in bargains and engagements with linked businesses. This same dynamic can be used when trying to influence governmental decisions through the sale of sovereign bonds, and it takes part within the usual divestment process: investors threaten to divest if they are unsatisfied and their demands are not considered, then the company might accept the exigences and alter its behavior. After engaging with the business, the investors then decide if they will (a) keep threatening to divest because their demands were not sufficiently achieved, (b) no longer do new investments but keep the ones they already have, (c) divest (gradually or all at once), or (d) stop pressuring and continue with business as usual. The engagement can obviously happen without the threat to divest, but according to a sustainability manager at a Brazilian agribusiness association (C1), divestment intimidation sends a more convincing signal that the investors’ demands are meaningful, and the companies should take them seriously.

Institutional investors can act in partnership with each other to increase their bargaining power, which was the case when 34 international financial institutions that manage US$4.5 trillion in assets sent letters to Brazilian embassies in seven countries calling for meetings and expressing concern that Brazil was rolling back environmental protections.68 Besides that, one coordinator of a transnational environmental coalition (A2) argued that institutional investors can create backlists for excluded companies operating in a certain country, with the objective of affecting that country’s reputation abroad and making capital flows scarcer for it. Related to this, four interviewees (A5, A6, B1, C4) mentioned that shareholders and investors can put so much pressure on companies operating in a certain country that these own enterprises might start to pressure the government themselves to change its public policies and mitigate risks so that they no longer have to deal with investors’ threats.
All in all, the interviews provided evidence that institutional investors’ motivations for threatening to divest were a mix of financial and reputational risks. Moreover, in terms of their strategies, participants mentioned that divestment threats can be considered part of an engagement approach since they send a signal about how serious institutional investors’ demands are.

**DIFFERENT GOVERNMENTAL REACTIONS**

National governments are constantly confronted with criticism, and although they are not expected to concede to all critiques, responding at least diplomatically can mitigate further conflict while maintaining mutual respect. Such responses can therefore be divided into concrete actions to address the external comments and the tone or style chosen, e.g., a more diplomatic tone or a more adversarial tone. During 2019 and 2021, representatives from foreign countries, civil society, and institutional investors publicly criticized the Brazilian government concerning the Amazon wildfires, each one of them with a different strategy and motivated by distinct reasons, as shown previously. In order to answer the question whether Bolsonaro’s government varied its reactions to external criticism, this section will present each governmental reaction along with explanations from the interviews and political analysis of the Brazilian executive branch, a heterogeneous group with sometimes converging, sometimes conflicting interests.

First, concerning NGOs, the media, and celebrities, Bolsonaro was elected with an anti-civil society platform. He adopted the narrative that he would no longer accept the interference of international and domestic non-state players in the Brazilian environment, maintaining a hostile approach towards NGOs and indigenous communities operating and living in the Amazon rainforest since his campaign. An example of this was when he made a statement right after the first round of voting that said, “Let’s put an end to all activisms in Brazil.” According to him, these groups only serve to obstruct the potential of exploring forest resources on behalf of foreign countries who benefit from a diminished Brazilian international competitive capacity. He made this clear in his 2020 speech to the UN General Assembly when he spoke about the disinformation campaigns his government allegedly suffered from civil society: “The Brazilian Amazon is known to be extremely rich. This explains the support NGOs represent foreign countries’ interests that benefit from damaging Brazil’s environmental reputation. The person stressed that the country was not this pariah that was being sold at the international level, and that it was hypocritical for these organizations to criticize Brazil but not say a word about other countries with high rates of forest fires, such as Australia, thus making the relationship between the federal government and civil society “more complicated” (B3). This mindset was also reproduced by Ricardo Salles, the former environmental minister who worked for Bolsonaro between 2019 and 2021. During his term, he pursued to limit NGOs’ influence within public policy decision making and implementation, besides facilitating natural resources extraction in the region and promoting the private sector expansion into the Amazon by attracting private capital.

When asked about civil society, a senior member of Bolsonaro’s government (B3) repeated the same idea, arguing that many NGOs represent foreign countries’ interests that benefit from damaging Brazil’s environmental reputation. The person stressed that the country was not this pariah that was being sold at the international level, and that it was hypocritical for these organizations to criticize Brazil but not say a word about other countries with high rates of forest fires, such as Australia, thus making the relationship between the federal government and civil society “more complicated” (B3). This mindset was also reproduced by Ricardo Salles, the former environmental minister who worked for Bolsonaro between 2019 and 2021. During his term, he pursued to limit NGOs’ influence within public policy decision making and implementation, besides facilitating natural resources extraction in the region and promoting the private sector expansion into the Amazon by attracting private capital.

As for Bolsonaro’s reaction to the criticism of the Amazon rainforest wildfires by NGOs and celebrities, the majority of respondents (A1, A4, A5, A6, B2, C1, C2, C3, C4) described them as aggressive, threatening, and hateful, with the aim of delegitimitizing and defaming them. Since after his election, the leader cultivated anger against such groups by intimidating the media, threatening NGOs (by trying to criminalize their activities and describing them as cancer, for example), and pursuing the dismantling of a series of institutional protection frameworks for indigenous communities. An example regarding his reactions to this category was when he blamed NGOs and indigenous communities to be the ones to have started the wildfires in the Amazon so they could take photos and criticize the government, while being financed by the actor Leonardo DiCaprio. In most of these cases, Bolsonaro first dismissed the criticisms as true and then cast doubt on the intentions of these players, as if none of the involved NGOs and celebrities were truly preoccupied about the Amazon rainforest or Brazil itself but had clandestine interests.

The reaction to criticism from foreign countries was partly based on the “Common but differentiated responsibilities” principle, which defends the idea that developing countries have the right to engage with less ambitious environmental protection commitments than developed countries, since these have already enjoyed the benefits of an industrialized development that did not care for environmental protection. During one conversation with foreign journalists, Bolsonaro said “We preserve more [rainforest] than anyone. No country in the world has the moral right to talk about the Amazon. You destroyed your own ecosystems.” Two other statements of his that illustrate this characteristic are: “Let’s use the riches that God gave us for the wellbeing of our population, you won’t get any trouble from the Environment Ministry, nor the Mines and Energy Ministry nor any other.” and “It is now our mission to make progress in harmonizing environmental preservation and biodiversity, with much-needed economic development. One should not, of course, emphasize one more than the other.” In this context, two respondents from civil society (A1, A3) argued that Bolsonaro’s government responded aggressively to criticism from abroad and tried to establish the narrative that those countries and groups that feel threatened by Brazil’s economic growth are the ones...
falsely saying that the Amazon was being destroyed. Therefore, these two participants stated that Bolsonaro was selling himself as the defender of Brazil’s international commercial competitiveness with this confrontational approach.

In addition, parts of Bolsonaro’s government have also resorted to beliefs related to the “Amazon Paranoia”, an exaggerated notion that the Amazon resources are under constant threat of being stolen by foreign players, mainly from the global north.76 Backed by his foreign relations Minister Ernesto Araújo and his accusations against globalism and ideology in the international relations,77 Bolsonaro pursued to defend Brazil’s sovereignty when responding to other governments’ criticism of the Amazon rainforest fires. In his 2019 address to the U.N. General Assembly, he said “Using and resorting to these fallacies, certain countries, instead of helping... behaved in a disrespectful manner and with a colonialist spirit, they even called into question that which we hold as a most sacred value, our sovereignty.”78 Interviewees expressed different perspectives on this issue: one portfolio manager at an investment fund that threatened to divest (C2) mentioned that even though different foreign governments had different reasons to criticize Brazil’s handling of the Amazon rainforest wildfires, Bolsonaro’s government generalized all criticisms as attacks on Brazilian sovereignty, which made his reactions even more aggressive. Two other civil society participants (A4, A6) emphasized that while more respect and diplomacy had been expected, the aggressive and sovereignty-focused responses showed that Bolsonaro’s confrontational approach was intended to gain electoral support with his domestic base.

Some examples of reactions to criticism from foreign governments were when Bolsonaro responded to German Prime Minister Angela Merkel and advised her to use the funds frozen by Germany for Amazon projects to reforest Germany itself,79 or when he acknowledged Norway as the country that kills whales and explores oil as a reaction to the Norwegian decision to also freeze the aid to the Amazon Fund.80 Ricardo Salles constantly reinforced this position arguing that Brazil would be open to accept foreign aid to the Amazon if the Brazilian government remained in charge to decide how to use those resources, no longer accepting external conditionalities.81,82 Another illustration was when Bolsonaro directly attacked the wife of France’s President Emmanuel Macron,83 demonstrating once again the level of hostility adopted by the government. Paulo Guedes, the Minister of Economy, echoed this when he said during an event in the United States that “France, Holland, and Belgium use environmental excuses to block Brazil in the OECD. It is like accusing France of burning Gothic cathedrals, it was an accident.”84 Nevertheless, two interviewees, one science director at a research institute focused on the Amazon and one member at the Bolsonaro’s Brazilian executive power sphere (A7, B3), mentioned that there were some more serious reactions, such as the initiative led by Vice-President Mourão to take ambassadors to visit the Amazon rainforest to convince them that the forest was not on fire.85

Finally, regarding reactions toward institutional investors, the majority of respondents from civil society and the private sector (A1, A3, A4, A5, A6, A7, C1, C3, C4) indicated that the Bolsonaro government reacted in a more conciliatory and cognizant manner. According to them, while the government responded aggressively, challenging, delegitimizing, ironically, and sarcastically to the pressure coming from the civil society and foreign governments, the tone toward the financial sector was much more serious, and the demands of institutional investors were heard and considered, indicating that Bolsonaro’s government perceived the financial sector as a more relevant factor in this context. After receiving the divestment pressure from this category, the government took a series of measures to convince the private sector that Bolsonaro’s administration was committed to fighting the wildfires.

It emerged from almost all interviews (A1, A2, A3, A4, A5, A6, A7, B1, B2, B3, C1, C3, C4) that the creation of the Amazon Council (which already existed since Fernando Henrique Cardoso’s presidency in 1995, but it had been left out of use until Bolsonaro decided to utilize it once again), a coordination council to organize conjunctural actions between ministries regarding the Amazon rainforest and to be a focal point for related issues, was one of the Bolsonaro government’s main reactions to divestment pressures. Two members of Bolsonaro government’s sphere (B2, B3) emphasized that the council should not only ensure coordination between ministries, but also act as a dialogue mechanism with external actors to show what was “really” happening in the Amazon rainforest and what efforts the government was making to reduce deforestation and forest fires. Led by General Hamilton Mourão, the Vice President of Brazil, the Council arranged meetings with international institutional investors to hear their demands and create a channel for dialogue,86 dispatched and organized Brazilian troops to fight Amazon rainforest fires in a number of different operations, such as Green Brazil Operation 2,87 announced federal decrees forbidding fires for farming or other purposes in the Amazon,88 and conducted the aforementioned trips with foreign ambassadors,89 among other activities. A portfolio manager at an asset management firm that threatened to divest (C4) and participated in some of these meetings promoted by the Amazon Council emphasized that they included companies, representatives from other ministries, such as the ministries of environment and agriculture, and executives from the Central Bank of Brazil. In this regard, one science director at a research institute focused on the Amazon (A7) mentioned that the Ministry of Agriculture also worked with the financial sector and international institutional investors to maintain good relations with them.
On the other hand, almost all the interviewees also criticized the effectiveness of such measures in addressing the environmental problems they were supposed to fix. Several respondents (A4, A6, A7, B1, C2, C3) said that the council was a marketing and greenwashing strategy of the government, which did not serve to solve environmental problems, but only to improve its reputation and public relations. Four of them (A4, A6, A7, B1) even used the same idiomatic expression to characterize the Amazon Council, “para ingles ver,” which means “just for show.” Three interviewees (A1, A2, C2) argued that if the government was really committed to addressing environmental problems, it would have used the institutions that already existed, such as IBAMA and ICMBio, instead of creating a new branch. In addition, five respondents (A1, A3, A5, A7, B1) felt that the efforts and actions promoted by the Council were too costly and provided insufficient results, partly due to the lack of capacity of the Brazilian Army and partly due to limited participation and coordination with civil society.

One coordinator at an international foundation and professor at a Brazilian university (A5) and one senior member of Bolsonaro’s executive government (B3) highlighted that Bolsonaro’s elevation of Mourão to a leadership position in the Amazon Council removed some of Salles’ power and brought in a new person to deal with external criticism. This in itself was another reaction to the divestment pressures, since Salles’ reputation was already eroding as many civil society actors were also blaming his policies for the destruction in the Amazon, and Mourão was recognized as someone with a good knowledge of the dynamics in the region, turning him into an experienced character to deal with this sensitive issue (B3). Thus, the dispute within the executive branch over who should take care of the situation in the Amazon, Mourão or Salles, shows that Bolsonaro did not ignore pressure from institutional investors, as he tried to select a better prepared person to handle the criticism.

As for Salles himself, one chief of environment at a Brazilian federal bureau (B2) mentioned that two programs he launched were also responses to divestment pressures. One was the “Adopt-a-park” project, which gives the opportunity to private domestic and foreign companies to invest in specific national parks in the Amazon to guarantee their conservation with full transparency. According to the ex-minister, “In the face of criticism and pressure, we open an opportunity for Brazilians and foreigners to participate in solving the problem. This is an important change from the government. If there was a criticism that the government was not open to outside help, this criticism no longer makes sense.” In addition, another program launched by Salles in response to external demands was “Forest+”, with the objective to “create, promote, and consolidate the environmental services market, recognizing and valuing environmental activities carried out and encouraging their monetary and non-monetary retribution.”

Moreover, one interviewee from each sector (A3, B2, C4) argued that changes were made to the Brazilian financial and banking system in response to the divestment pressures. They emphasized that the Central Bank of Brazil (BC), a Brazilian autarchy directly related to the government, adopted changes to their financial rules as a reaction to the institutional investors’ pressure. The president of the branch during the studied period, Roberto Campos Neto, who participated in some of the meetings of the Amazon Council with institutional investors, included the theme of sustainability in the bank’s agenda. As a result, a series of changes related to environmental protection were added not only for the bank’s guidelines itself, but also for the whole National Financial System. The new policies are focused on credit, supervision, and regulation rules, with the inclusion of the “climate risk” concept to stress tests and regulation protocols, for example. Another change was to offer a 20% higher rural credit for those groups and individuals who complied with specific environmental standards, and also to intensify cooperation with the Climate Bonds Initiative (CBI) through new investment plans. Besides that, the BC signaled its intention to include sustainability criteria for the selection of new investments and for the selection of companies that would manage international reserves. In addition, the bank committed to preparing annual reports on socio-economic risks, implementing the recommendations of the Task Force on Climate-Related Financial Disclosures (TCFD), and adopting everyday environmentally friendly measures at its facilities, such as promoting the use of bicycles and reducing plastic consumption.

One chief of environment at a Brazilian federal bureau (B2) cited perhaps the only confrontational response from a member of Bolsonaro’s government directed at private institutional investors. The Economy Minister Paulo Guedes told investors, businessmen, diplomats, and academics at an event in Washington, “We understand the concern of you, because you have cleared your forests. You want to spare us from clearing our forest, as you have cleared yours. We know that you had civil wars, you also had slavery, and we just ask you to be as kind as we are kind. You killed your Indians, you didn’t miscegenate. The military is saying, thank you for your concern, but this is our land. We don’t need to deforest the Amazon to produce agricultural products.” Although it was a confrontational response, the interviewee (B2) also said that it was an isolated incident and that Guedes soon changed his attitude towards institutional investors.

It is not the goal of this paper to assess whether the Brazilian government’s responses to institutional investors’ pressure have been effective in addressing the Amazon wildfires problem. However, the interviewees’ positions on this issue contribute to a general understanding of the divestment dynamic and also to their own positionalities in this context. A member at the Bolsonaro’s Brazilian executive power sphere (B3) considered that the increasing export figures and the low number of institutional investors that have actually divested indicate that the political and media pressure from foreign countries and NGOs
was not sufficient to weaken the credibility of Bolsonaro’s government. Furthermore, four respondents from civil society (A1, A2, A4, A5) felt that divestment pressure had indeed prompted the government to act, but that the measures were not enough to address the environmental problems in the Amazon rainforest. They pointed, for example, to the ongoing deforestation, forest fires, lack of impunity for those responsible for the crimes, the new laws that encourage the dismantling of regulatory agencies, and the tightening of land laws. In addition, six interviewees from different backgrounds (A3, A7, B1, C1, C2, C3) agreed that while government responses to divestment pressures were insufficient, the pressures succeeded in raising the visibility of the issue in public debate and creating more incentives for the private sector in Brazil to adopt new and more concrete environmental standards and policies, while also demanding more actions from the government. Moreover, one chief of environment at a Brazilian federal bureau (B2) believed that the pressure was successful in bringing about positive changes in the Bolsonaro government, citing the new financial regulations adopted by the BC as evidence of this.

Regarding the limits of divestment strategies, four participants (A2, B2, C4, C5) emphasized that after one institutional investor divests, another can buy up the sold part, showing that these movements need to take place on a large scale to overcome the challenges of collective action, as the literature suggests. It was highlighted, including by two professionals from investment organizations that threatened to divest (C4, C5), that because of this constraint, institutional investors often prefer to use their voices by engaging with the companies and governments in which they invest rather than opting to exit them and losing the opportunity to help these companies make the necessary transition to more investor-friendly operations. Therefore, it could be argued that the pressure to divest was exerted as a bargaining strategy: not necessarily to divest, but to gain more leverage and increase incentives for companies and the government to do more about the Amazon rainforest situation.

The interviews provided ample evidence that the Brazilian government under Bolsonaro’s leadership has varied its reactions to external criticism of the Amazon rainforest wildfires. Almost all the interviewees (A1, A3, A4, A5, A6, A7, C1, C2, C3, C4) agreed that the government did indeed take different approaches to dealing with criticism from civil society, foreign governments, and institutional investors. Overall, no aggressive messages or reactions were sent to institutional investors by Bolsonaro or his government officials, especially when compared to the tone used to answer criticisms from civil society and foreign countries. Furthermore, more concrete actions were taken to respond to the divestment pressures from institutional investors. This demonstrates how the international private sector played a more important role for Bolsonaro’s government than the other two categories (only two of the interviewees had a different opinion in this regard: an advisor for a Brazilian senator part of the opposition against Bolsonaro (B1) argued that the government was aggressive and intransigent in responding to all criticisms; and a member at the Bolsonaro’s Brazilian executive power sphere (B3) defended that there was no different policy for each actor). This paper argues that the divestment pressures from institutional investors were affecting the president’s winning coalition, besides aggravating the capital inflow to the country. Therefore, adopting a more conciliatory and serious stand in front of their demands was a strategic decision.

THE LEVERAGE OF THE DIVESTMENT THREATS

This paper assesses the hypothesis that governments’ pressure are more responsive to institutional investors’ pressure in comparison to foreign governments and NGOs when the first plays a major role in the incumbent winning coalition and when financial capital is scarce. In his selectorate theory, Bueno de Mesquita defines a winning coalition as the group without whose support a leader cannot remain in office. In Bolsonaro’s case, the subsets that compose such categories are the military, the agribusiness, the evangelical church, and right-wing ideological enthusiasts. This section will argue that the divestment pressures have affected most of them in a way that foreign countries and civil society’s criticisms have not, creating incentives to Bolsonaro to react to institutional investors in a more respectful and cognizant way in order to maintain his winning coalition’s royalty. Besides that, the risk of divestment put additional weight on dealing with institutional investors properly because Brazil is not a capital-intensive economy. Bolsonaro’s economic strategy relied on increasing incoming capital flows, and COVID-19 aggravated even more the international capital supply.

One reason Bolsonaro reacted to institutional investors’ pressure in a more solemn way was his electoral preoccupation. Taking the assumption that every leader’s main objective is to stay in power, the Brazilian president could be worried that by challenging the international financial sector, some of his supporters would disapprove this action and no longer support him for reelection. Such a dynamic did not happen with NGOs, since his electorate voted for him even after his aggressive statements during the campaign. It was also not the case for foreign countries, who were easily countered with the nationalistic and patriotic discourse used by Bolsonaro to defend his actions, as already explained. However, in the case of the institutional investors, one of Bolsonaro’s strongest electoral promises was to adopt more liberal economic measures after being elected. Among the promised projects are the privatization of state-owned bureaus and subsidiaries, the attraction of more foreign capital into Brazil, implementing budget cuts on administrative and pensions systems, and less intervention in the economy. The announcement that Paulo Guedes would be his economy minister was made even before the end of the presidential election, proving that Bolsonaro planned on raising support by portraying himself as a supporter of the “market” and the private sector, since Guedes
was a well-known figure within the business community (one chief of environment at a Brazilian federal bureau (B2) even mentioned that Guedes was pressured by institutional investors during the Davos 2020 summit regarding environmental issues). As a result, two interviewees (A1, C3) stated that antagonizing the institutional investors, who are part of the private sector and can be associated with economic liberal agendas, on the issue of the Amazon wildfires would create a contradiction with one of Bolsonaro’s main electoral agendas, possibly making him lose public support.

The divestment pressures from institutional investors were not only focused on the government, but also on a series of national and multinational companies of the agribusiness sector operating in the Amazon region. In order to maintain their investments safe and therefore protect their businesses, such companies have adopted two strategies: Three participants (A6, C1, C4) argued that the first one was to put into practice corrective measures, such as improving their supply chains’ traceability capacity and other ESG-related moves. This, in turn, would provide them with results to present to investors to prove they are committed to meeting their demands and thus retain their access to capital. The second one was to request the Brazilian government to improve its relationship with institutional investors. Investment decisions are made based on a series of factors besides the ones related to a specific company, and the political, economic, and environmental context of a country also are considered by financiers. Therefore, in order to avoid the ripple effect of negative reputational contagion from disengaged firms and producers, as presented by the director of sustainable investing at an asset management firm that threatened to divest (C5), affected businesses have pressured the government to take actions capable of convincing the investors of the country’s stability.99 According to a portfolio manager at an asset management firm that threatened to divest (C4), this pressure was applied in the form of public letters, formal statements to the press, and meetings with members of the government, congress, and civil society. One science director at a research institute focused on the Amazon (A7) mentioned that some agribusinesses even attended the COP meetings to defend their reputation through alternative strategies.

In Brazil, the bull bench (“bancada do boi”) is the group of deputies and senators in the legislative power that represent the interests of the agribusiness sector. Bolsonaro relies on the support of this group, among others, to enable his government to pass laws and fight for its interests in the House of Representatives and in the Senate. As Bolsonaro’s policies facilitated mining, agricultural, and hunting activities in the Amazon rainforest,76,100 and distributed amnesties for illegal deforestation, these players had incentives to continue to be part of his winning coalition.2 According to the head of the Centre for Sustainability Studies at a Brazilian university (A6), when the agribusiness companies started to get pressured with divestment threats by institutional investors, they looked for these bull bench representatives in the legislative for help to their sectors, since many of these members have received and still receive some kind of political and economic support from these businesses to be (re)elected. In turn, these deputies demanded the executive power to alter its behavior to alleviate the pressure from the agribusiness affected businesses.102,103 As a result, Bolsonaro’s government adopted a conciliatory tone to the institutional investors’ demand as a way to safeguard his own winning coalition support.

However, three interviewees (A7, C1, C4) emphasized that it is important to recognize that the agribusiness sector is not a homogeneous group either: While some agribusiness companies supporting Bolsonaro’s aggressiveness towards foreign players have their operations focused on the domestic markets, other organizations are more export-orientated, meaning that they are more reliable on good diplomatic and cooperative Brazilian relations abroad to diminish commerce barriers and bring greater stability to trade agreements, besides being more vulnerable to external demands since many of them are multinationals (affiliates) who have to respond to their corporate headquarters abroad. For this group, for example, the obstruction of the EU-Mercosur agreement represents a setback on their agenda, since it would bring a great deal of new commerce opportunities for them, as one grassroots environmental activist pointed out (A3). As a result, these two groups often have conflicting interests and seek to influence the Agribusiness Ministry and legislative representatives to prioritize each of their visions (C1).

Finally, one must consider that one of the biggest leverage institutional investors have is their capital. Several interviewees, many of whom are from the financial sector (A4, C1, C3, C4), emphasized that institutional investors represent money and that their decisions could have a direct impact on the Brazilian economy, and therefore the Brazilian government has responded better to their criticism. One associate portfolio manager at an investment fund that threatened to divest (C3) explained that many governments rely on foreign capital to administer their national debts and handle their exchange-rate balance. Added to that, the COVID-19 pandemic increased governments’ need for foreign capital as national incomes decreased with the urgency to apply quarantine measures. Relatedly, foreign capital supply diminished as many investors reallocated their capital to safer countries in a “flight to quality” movement.104 As a result, the decisions of investors became more relevant for companies and states as the health crisis advanced.

In Brazil, foreign investors withdrew $50.9 billion from the Brazilian stock and bond market between June 2019 and June 2020, considered one of the worst historical trends in the country’s history.104 Related to this, Roberto Campos Neto, president of the BC, stated in June 2020 that the country had lost more investments during the pandemic in comparison with the world average,
and that the federal environmental handling contributed to it. With a high public debt to operate and economic plans based on attracting foreign capital to carry out key privatizations and tax adjustments, one chief of environment at a Brazilian federal bureau (B2) indicated that Paulo Guedes was another proponent of the idea that the demands of institutional investors should be considered. Besides him, another participant of the financial sector (C4) added that the own private financial system in Brazil, represented by major private banks, such as Bradesco and Itaú, became uncertain about the whole financial system balance and demanded a better response to institutional investors.

This section has argued that the reason Bolsonaro’s government has been more conciliatory and responsive to institutional investor criticism is related to Bolsonaro’s winning coalition and the need for foreign capital. While the confrontational responses toward civil society and foreign states can be explained by the more right-wing ideological groups and the Brazilian army in his government, the reactions toward institutional investors can be explained by the fact that Bolsonaro was elected on the basis of liberal economic promises and governed with strong support from agribusiness companies. Therefore, he tried to maintain the liberal coherence promised during the election while responding to the demands of parts of the agribusiness sector. In addition, the need for investments and a stable flow of capital, especially during the COVID-19 pandemic, provided extra leverage for the institutional investors’ pressures. As a result, institutional investors’ demands regarding the Amazon rainforest fires were met with a more professional tone and with costly signals from the government.

DISCUSSION
Bolsonaro has not been the only Brazilian leader to deal with external criticism due to environmental concerns. Since re-democratization in Brazil, all presidents up to 2008 recorded higher annual deforestation rates in the Amazon during their time in office than in the last three years under Bolsonaro. Thereafter, there was a steep decline in deforestation rates between 2004 and 2012, followed by relative stability, which reversed under Bolsonaro’s administration, as shown in the following graph (Data retrieved from the Brazilian National Institute for Spatial Research (INPE) website) (Burnt areas do not enter into the calculation of deforestation here, only clear-cutting removal of primary forest vegetation).

![Figure 3. Deforestation in the Brazilian Amazon.](image)

Although it is not this paper’s objective to review investor-government relations in Brazil since re-democratization, one could argue that in addition to the growing Amazonian deforestation rates, Bolsonaro’s government has broken a tradition shared by all his antecedents since 1985: keeping up with the myth of the Brazilian environmental commitment and international climate leadership. According to Viola and Franchini, each country possesses a self-image regarding its own level of agency and achievements in the climate arena, being important not only for its own national identity, but also for foreign policy discourse. However, when there is a gap between the self-image discourse and what is done in reality, like credible commitments to stabilize the climate system and climate leadership, the self-image gets distorted into a climate myth. The authors argue that since re-democratization, all Brazilian leaders contributed to the continuous existence of this myth that laid on the fact that, although presidents tried to portray the role of Brazil as a climate leader, there was a gap between their discourse and their real commitments. Nevertheless, even taking into consideration these contradictions, the myth of a Brazilian commitment to the
environment paved the way for a more inclusive and cooperative environmental governance to exist, beneficial for the country due to the gain of resources (through the Amazon Fund, for example) and international recognition.\textsuperscript{108}

Bolsonaro was the first president since the re-democratization to give up with the Brazilian myth, as shown in this paper.\textsuperscript{107} His decisions and behavior, at least in the first two years of his mandate, signaled to the world that his government would no longer try to portray Brazil as a climate protagonist, but rather abdicate from this position. Among these signals, some that stood out were: being elected on an anti-environment platform with statements against harsh environmental fees for farmers;\textsuperscript{30} indicating that he would withdraw Brazil from the Paris Agreement;\textsuperscript{55} withdrawing the Brazilian candidature to host the 2019 COP,\textsuperscript{110} engaging in a series of diplomatic animosities with other countries regarding his decisions on the environment, such as Norway and Germany;\textsuperscript{30, 115} and defunding and undermining main Brazilian environmental regulatory agencies, such as IBAMA.\textsuperscript{5, 113} All this evidence proves that Bolsonaro’s path of action not only pursued to weaken the country’s environmental protection framework, but also disregarded how the world was seeing all these events unfold. They also show how Bolsonaro retreated from maintaining the climate myth alive by no longer bearing the costs of signaling to the international community of the Brazilian climate leadership.\textsuperscript{107}

As already explained, a country’s self-image concerns its own reputation, and trying to keep a credible self-image on environmental issues was a way that past Brazilian presidents demonstrated that Brazil could be a climate leader. Bolsonaro not only rejected that deforestation and climate change were problems, but also encouraged their aggravation with multiple decisions to curb enforcement and surveillance agencies.\textsuperscript{5, 114-118} As signals to the international community regarding Brazil’s commitments to environmental protection and climate leadership were substituted by a hostile and apathetic diplomacy, in addition to a series of criticized domestic environmental public policies, Bolsonaro’s reputation started to deteriorate, which in turn made it easier for the reputation of companies operating in the country and the institutional investors who invested in those companies to be called into question as well. The media and civil society began to, besides denouncing the federal government itself, shed light on the companies and sectors related to the Amazon wildfires, thus condemning their operations and affecting their reputations. As a result, clients concerned about the environment commenced to pressure the institutional investors to take a stand on the issue. These same investors, motivated by their customers’ demands and preoccupied about their own reputations, established strategies to mitigate further deterioration of the situation, including pressuring to divest.

Furthermore, the findings of this article suggest that the international private and financial sectors have increasing influence on national governments with neoliberal agendas and pro-market discourses, especially in a globalized world and in circumstances with limited capital supply. Another contribution of this study to the literature is the finding that the threat of divestment can be used as a bargaining strategy by institutional investors: Since the act of divestment remains a non-preferential decision for them, they may choose to use the threat of divestment to accommodate pressure from their clients and other stakeholders, and continue to do business with firms and governments by seeking constructive engagement with them.

**CONCLUSION**

This article has examined the Brazilian divestment case, its main dynamics, and complexities. The main contributions of this study are twofold: first, the main motivations and strategies of foreign governments, civil society, and institutional investors were analyzed, highlighting how they differ, with a particular focus on the aspect that institutional investors are mainly concerned about reputational and financial risks in their decision to threaten divestment. Second, through the analysis of in-depth interviews, this paper examined the Bolsonaro government’s responses to criticism, showing how different responses were applied to different groups and the reasoning behind such decisions, as well as the leverage of institutional investors in threatening to divest. It was argued that the Brazilian government was more responsive to pressure from institutional investors compared to foreign governments and NGOs, as the former played a key role in the stability of Bolsonaro’s winning coalition and his electoral aspirations, and Brazilian financial capital was scarce due to the COVID-19 pandemic.

The study of divestment movements provides us with useful insights into how governmental decision-makers can be influenced, especially when it comes to environmental issues. As the climate crisis continues to worsen, scientists, activists, entrepreneurs, and citizens will face the challenge of pressuring governments to take action to mitigate and adapt to extreme weather events and other climate impacts. In addition, assessing the effects that the new ESG phenomenon is going to produce in the way that private authority is exercised in the international realm is also a vital understanding to the studies of public policies, private governance, and transnational relations. The Brazilian case is a clear example of how a government that is not committed to environmental protection and does not listen to neighboring countries and civil society can be influenced by the financial sector to take more concrete environmental action, especially under the conditions that the winning coalition is dependent on foreign investment and financial capital is scarce. It also shows us how the private sector itself, in this case pressured by investors, can be a driving force for more sustainable businesses, often calling on the government to improve its public policies as well. Further research is needed to examine whether the actions taken by the Bolsonaro government in response to institutional investor
demands were truly effective in dealing with the Amazon wildﬁres, and whether the entire divestment case in Brazil had any impact on the 2022 Brazilian presidential election.
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Institutional investors threatened to divest from companies potentially linked to the wildfires and to sell government bonds, arguing that the Brazilian government adopted a more conciliatory approach towards the environmental situation. It was reported that the Brazilian government would consider measures to combat the environmental crisis. However, the government's measures were criticized for their insufficient effectiveness.
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### PRESS SUMMARY

Devastating forest fires in Brazil’s Amazon rainforest have captured the world’s attention in 2019 and 2020. Within this context, institutional investors threatened to divest from companies potentially linked to the wildfires and to sell government bonds, creating a divestment movement. This article shows that the Brazilian president Jair Bolsonaro’s responses varied for each of the groups criticizing the handling of the environmental situation. It argues that the Brazilian government adopted a more conciliatory approach towards the environmental crisis.
tone and took more concrete actions when responding to institutional investors’ demands, compared to the responses for foreign
governments and NGOs. Based on fifteen interviews conducted during the second half of 2021 with professionals involved in
this divestment case, the paper concludes that institutional investors played a key role in Bolsonaro’s winning coalition and
electoral aspirations. Moreover, the shortage of financial capital due to the COVID-19 pandemic created further incentives for
Bolsonaro to avoid conflicts with institutional investors.
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ABSTRACT
Coral reefs are one of the most biodiverse and productive ecosystems on Earth, and color has been shown to indicate coral health in Australian and Hawaiian reef systems. However, no standardized method exists to quantify coral health for Caribbean corals. Therefore, a health assessment card using coral color was developed for five species of Caribbean corals to monitor coral health non-invasively. To quantify coral health, individual corals of each species were photographed in a controlled environment to develop color profiles. Simultaneously, nondestructive measurements of “health” were quantified by measuring photosynthetic efficiency (Fv/Fm) using pulse amplitude modulation (PAM) fluorometry, which determines how efficiently the symbiotic algae provides energy to the coral host. The results of this work successfully corresponded photosynthetic efficiency to coral color for five dominant species of Caribbean corals to develop a Coral Health Assessment Card for Caribbean reefs. Implementing a standardized assessment of symbiont performance can assist in monitoring changes in coral health, which can consequently be implemented into long-term and widespread monitoring projects to track overall Caribbean reef health.
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INTRODUCTION
Coral reefs are one of the most biodiverse ecosystems in the ocean.1 Nearly a quarter of all marine life depends on coral reefs at some point in their life cycle for various services, including shelter and food. Moreover, humans rely on reefs for their ecosystem services (e.g., fishing, tourism, coastal protection, economies),2 and they also serve as a significant source of protein for more than half a billion people.3 Coral reefs are also natural barriers from waves and effectively protect tropical coasts and reef islands.4 However, coral reefs are declining rapidly, threatening marine biodiversity, local and global economies, communities, coastlines, and islands.5 Therefore implementing rapid and effective reef management tools is key to the longevity of coral reefs by providing more information regarding the health of reefs and directing management efforts.5

Corals and their reefs thrive in oligotrophic waters because of their mutualistic symbiotic relationship with dinoflagellate algae symbionts (i.e., Symbiodinium spp.).6-8 Symbiodinium spp. reside in the coral tissue, providing color to the coral along with a large portion of their energy requirements (up to 90%), allowing corals to thrive in these nutrient-poor waters.9 The symbiotic relationship between corals and their symbionts may be disrupted by environmental changes (e.g., warming waters, eutrophication, acidification, etc.).7,10,11 This disruption is often evidenced by a loss of symbionts and, as a result, is accompanied by a loss of color or significant paling in the coral host.9,10 This process is known as ‘coral bleaching’ because the coral tissue becomes translucent, revealing the white coral skeleton.11 A prolonged bleaching state can lead to partial or complete coral mortality,8,10 reduced or delayed reproduction,9,10 reduced calcification,11 and a decreased ability to resist the invasion of competing species and diseases.11 Due to the loss of color in the coral tissue, coral color can be considered a visual indicator of coral stress.13,14

Since the presence of Symbiodinium spp. is imperative for coral health, it is important to understand the symbionts’ health and symbiosis with corals. The photosynthetic pigments of algae may decline up to 80% during periods of stress, directly influencing their photosynthetic capacity and efficiency.12 Pulse-Amplitude Modulation Fluorometry (PAM) is a rapid, effective, and non-invasive way to quantify photosynthetic efficiency, which has been instrumental in understanding Symbiodinium spp. and coral holobiont health.14-18 For example, PAM can be used to generate a saturation pulse quenching analysis, which measures the efficiency of photosystem II,16 a minimum and maximum fluorescence value from a rapid light curve (RLC) to quantify photosynthetic efficiency from the maximum quantum yield (Fv/Fm),19 or the electron transport rate (ETR) from


photosynthetically active radiation (PAR). These photosynthetic analyses can be performed non-invasively on live corals and are highly indicative of the overall health and function of photosynthesis, thereby providing a health assessment of corals and their symbionts. For this study, health is defined by the photosynthetic efficiency ($F_v/F_m$) of the algal symbiont, *Symbiodinium* spp., which provides the coral host approximately 90% of the energy it needs to survive.

Due to the rapid decline of coral reefs globally, it is crucial to understand the health of the coral holobiont for successful intervention. Coral reef health assessments are instrumental for understanding the effects of stressors facing coral reefs, for example, over-harvesting, pollution, disease, and climate change. However, it is challenging to quantify coral health rapidly and non-invasively. Ongoing monitoring is often costly and labor-intensive, making traditional methods unsustainable. Traditional assessment methods, like the coral reef health index in Sangiang Island, Indonesia, require comprehensive data, time, and high levels of scientific experience. Additionally, utilizing PAM fluorometry alone to quantify coral health is unrealistic due to the cost and time associated with the measurements. For rapid, accessible assessment to inform management, coral color can be linked with quantitative measurements from PAM fluorometry to provide a visual indicator for coral health.

Color has been linked to PAM fluorometry measurements via symbiont density in previous studies from Australia and Hawai’i. A color card is a tool designed to track the coral symbionts’ photosynthetic capabilities over time using visual assessments of coral reefs. The color card can be held up to a coral to understand its health. The Coral Watch Chart uses a six-point color scale designed for Indo-Pacific reefs. The Hawai’i Ko’a card uses a 35-point color scale to detect changes in symbiont density in Hawaiian corals. Both cards have helped guide local management strategies, but coral species differ between regions. Those color cards were developed to track and monitor bleaching in Indo-Pacific and Hawaiian reef systems, but a color card has not been developed for Caribbean species. Coral pigmentation and zooxanthellae characteristics can vary by region due to species composition and water quality differences. Therefore, a tool designed specifically for Caribbean species and their respective pigments is necessary for the success of efforts to manage coral reefs in the region. This card can be used for Caribbean corals in the wild or captivity. The Hawai’i Ko’a card and Coral Watch Chart were designed for corals in the wild. However, the Caribbean coral card was designed in collaboration with Texas State Aquarium, monitoring coral wellness in captivity. To support management efforts, a coral color card was developed for five Caribbean species in collaboration with Texas State Aquarium (TSA); the card drew inspiration from Coral Watch Chart and the Hawai’i Ko’a card. Implementing the Caribbean color card into management and wellness programs can benefit Caribbean corals and be a valuable educational tool. This tool can also be incorporated into coral monitoring programs, allowing for standardized, rapid, and non-invasive monitoring of coral health in the Caribbean over time. This tool provides valuable information at ease to reverse the effects of local and global climate change in one of the most biodiverse ecosystems in the world.

**METHODS AND PROCEDURES**

*Phase 1: Card Development*

*Figure 1.* A flow chart showing Phase I of the methods outlined. Phase I was conducted at two time points: Timepoint 1 (Fall 2020) and Timepoint 2 (Fall 2022). Each time point followed the same order: PAM measurements were taken, corals were photographed, and images were processed in Photoshop to produce a color swatch.
Coral Husbandry

The coral species used in this study were *Siderastrea radians*, *Acropora palmata*, *Acropora cervicornis*, *Solenastrea bournoni*, and *Porites* spp. (N=5 species). Most species were acquired from the reefs in the Florida Keys National Marine Sanctuary (FKNMS-2017-041 to Texas State Aquarium).

The data collection was split into two time points: Timepoint 1 (Fall 2020), when the corals appeared healthy, and Timepoint 2 (Fall 2022) when the corals appeared unhealthy with paling coloration. In Fall 2020, corals were kept in stable and optimal growth conditions on a nursery table (318 L). Water parameters were held at optimal conditions for coral growth. The corals received a constant irradiance level (210-120 Watts m$^{-2}$) on a 12 h on-off schedule (Ali Hydra 52 LEDs). Raw seawater from Corpus Christi Bay feeds the water table, and water conditions were held at optimal salinity (34 ppt), temperature (25°C), and pH levels (8.0-8.2). However, in the Fall of 2022, a significant amount of algae grew in the nursery table, and corals appeared paled and bleached. Due to inadequate water quality testing at TSA, the water conditions were not recorded; however, it appeared to be unfavorable conditions for coral growth.

Coral Photobiology

The research approach and methodology followed similar methods developed by Siebeck et al. (2008) and Bahr et al. (2020) for the Coral Watch Chart and Hawai’i Ko’a card, respectively. Rapid light curves (RLC) were conducted on corals using a diving-PAM (V2, Walz GmbH, Effeltrich, Germany) on each coral fragment to measure the photosynthetic efficiency ($F_v/F_m$) of the symbiotic algae. RLCs measure the effective quantum yield ($F_v/F_m$) as a function of irradiance. The yield shows the algae reaction to a range of light levels. PAM uses three types of lights: weak measuring light, saturating pulse, and actinic light. The weak measuring light determines the proportion of closed PSII reaction centers and finds the minimum fluorescence; the saturating pulse closes all PSII reaction centers to find the maximum fluorescence. Saturating pulse is used to understand the photosynthetic activity, and actinic light induces photosynthesis. Photosynthetic efficiency can be quantified from the maximum quantum yield ($F_v/F_m$), which is the minimum and maximum fluorescence value.

Selected coral fragments (N=34) were removed from the seawater tables, placed in a small 2-gallon holding tank, and placed in a dark environment for at least a 20-minute acclimation. Dark acclimation allows all chlorophyll reaction centers to close for optimal fluorescence measurements. Corals were aerated with battery-powered bubblers during dark acclimation. The diving-PAM was connected to a PC running WinControl software (version 3.25) and was fitted with a red light-emitting probe (470 nm, LED, 0.05 μmol photons m$^{-2}$s$^{-1}$, 5 Hz). Rubber surgical tubing was attached to the probe to allow measurements at a consistent distance for each coral and prevent damage to the probe and coral.

Individual corals were separated by a black partition in the acclimation tank for each RLC to prevent photosystems in non-target fragments from reacting to the strong saturating light pulse and the increasing actinic light emitted from the PAM during measurements. RLCs were performed at two unique points and a 90° angle to each coral fragment. The first probe location was selected in the dark, with subsequent locations as far from the previous as possible. This was necessary to avoid photosystem activation in areas adjacent to the probe. The mean value of the two $F_v/F_m$ measurements was used for analysis. The change in $F_v/F_m$ between the two time points for each species was analyzed in RStudio 4.2.2 using a paired t-test (Fig. 3).

Coral Color

The color of each coral was documented as photographic images in a controlled environment. Coral fragments were placed in aquaria filled with clean seawater immediately after PAM measurements for photographing. A digital camera (Canon G16) and an external flash mounted on a stationary stand were used to evenly illuminate and photograph each coral specimen while keeping a fixed distance and angle. Camera parameters were manually set and kept consistent across all images. Camera parameters were set at mode: M, aperture: 8, ISO: 80, and white balance: auto. Flash settings were set at mode: M and power: 1/8. A commercial underwater color reference card (DGK Color Tools WDKK Waterproof Color Chart) was placed on the back wall of the aquaria for color balancing in Adobe Photoshop CS5. Three to five images per species were selected for processing in Adobe Photoshop CS5. All images were preserved as raw image files in DNG format to retain the camera sensor’s full resolution while minimizing information loss. Preserved DNG raw image files were balanced to white (90% reflectance) and neutral (gray, 18% reflectance) in Adobe Photoshop CS5 using DGK color Tools WDKK Waterproof Color Chart captured in an image as references. The histogram function allowed evaluation of the distribution of RGB values representing white and neutral to maintain constant values while avoiding over-exposure of images. Images were then converted into TIFF format for subsequent processes of color indexing and selection to establish relationships between the colors of photographs and coral fragments. Each image was white, grey, and black balanced using the curves adjustment. A represented surface area of each coral fragment was outlined, ensuring the selected area did not have shadows, bubbles, or areas of discoloration. A color table was then produced in Adobe Photoshop CS5, and the ten most frequent colors from each area were selected and saved as a color table file with .act extension, which saved
the numerical color values, such as RGB, CMYK, and HSB (hues, saturation, and brightness) (Fig. 2). These methods followed those outlined in Bahr et al., 2020.

A color swatch was produced for each species for each time point (i.e., Fall 2020 and Fall 2022). These colors represent the most frequently observed colors that best represent each fragment of the species (Table 1). A range of healthy colors was chosen to account for morphological and spatial variation in color, as bleaching is not typically a uniform response. The colors from Fall 2020 are considered “healthy” and those from Fall 2022 were considered “unhealthy” colors. The colors were then oriented in a light-to-dark gradient to dark to increase ease of use.

<table>
<thead>
<tr>
<th>Species</th>
<th>Timepoint</th>
<th>Average Fv/Fm ± SE</th>
<th>Representative Colors</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Siderastrea radians</em></td>
<td>Fall 2020 (N=3)</td>
<td>0.606 ± 0.007</td>
<td><img src="image" alt="Color Swatch" /></td>
</tr>
<tr>
<td></td>
<td>Fall 2022 (N=3)</td>
<td>0.577 ± 0.012</td>
<td><img src="image" alt="Color Swatch" /></td>
</tr>
<tr>
<td><em>Acropora palmata</em></td>
<td>Fall 2020 (N=3)</td>
<td>0.455 ± 0.034</td>
<td><img src="image" alt="Color Swatch" /></td>
</tr>
<tr>
<td></td>
<td>Fall 2022 (N=3)</td>
<td>0.454 ± 0.029</td>
<td><img src="image" alt="Color Swatch" /></td>
</tr>
<tr>
<td><em>Acropora cervicornis</em></td>
<td>Fall 2020 (N=3)</td>
<td>0.5698 ± 0.04</td>
<td><img src="image" alt="Color Swatch" /></td>
</tr>
<tr>
<td></td>
<td>Fall 2022 (N=5)</td>
<td>0.463 ± 0.018</td>
<td><img src="image" alt="Color Swatch" /></td>
</tr>
<tr>
<td><em>Sohiastrea bourroni</em></td>
<td>Fall 2020 (N=3)</td>
<td>0.658 ± 0.021</td>
<td><img src="image" alt="Color Swatch" /></td>
</tr>
<tr>
<td></td>
<td>Fall 2022 (N=3)</td>
<td>0.582 ± 0.02</td>
<td><img src="image" alt="Color Swatch" /></td>
</tr>
<tr>
<td><em>Porites species</em></td>
<td>Fall 2020 (N=3)</td>
<td>0.527 ± 0.047</td>
<td><img src="image" alt="Color Swatch" /></td>
</tr>
<tr>
<td></td>
<td>Fall 2022 (N=3)</td>
<td>0.309 ± 0.019</td>
<td><img src="image" alt="Color Swatch" /></td>
</tr>
</tbody>
</table>

**Table 1.** Detailed information regarding coral species, time point (Fall 2020 or Fall 2022), number of fragments sampled, average quantum yield (Fv/Fm) for all fragments, standard deviation, and the color swatch produced to represent the species.
Phase 2: Card Validation

Figure 2. A flowchart showing Phase II methods process for final color card selection following three external surveys. N represents the number of observers for each survey. The pie charts represent the percentage of observers who agreed on a single color for each coral fragment pictured. The highlighted colors show which color was perceived the most for each survey. The results of each survey were used to make the final color swatch.

Quantitative Analysis
The color selection followed a quantitative and qualitative process to represent the five species using a seven-color range. For the quantitative analysis, the PAM measurements from each coral were used to find the mean quantum yield value for each species at both time points (i.e., Fall 2020 and Fall 2022). The $F_v/F_m$ values were compared across all individuals, and the three fragments from each species that best fit the mean quantum yield were selected for color analysis, as they best represented the entire species. A range of 3-5 colors was selected from the color table produced by Adobe Photoshop CS5 (Table 1), and the $F_v/F_m$ values of the selected fragments were correlated to the corresponding color. The color values produced by the images of the coral species from Photoshop were compared with the color values on the card as the expected color values (card) compared to actual color values (coral colors from Photoshop) (Fig. 4).

Qualitative Analysis
The qualitative analysis consisted of four surveys to assess the colors of 31 corals from five species. A photograph of the swatch was placed alongside photographs of each coral on the same computer screen. Each observer independently determined the best representative color for each coral, avoiding the tips and edges of the coral. Other parameters were collected from the observers to help explain variation, including age, gender, coral familiarity, and the highest level of education. Observers were not trained before taking the survey and came from all different backgrounds (i.e., ages, experience levels, educational backgrounds, etc.). The surveys were anonymous, so it is unknown how many repeat observers there were across four surveys. However, each survey was shared and communicated with similar audiences, so we assume there were repeat observers across the surveys.

Survey one (N=48 observers) had 3-5 colors specific to each individual from each species at each time point. The ten colors selected the most were used to make a swatch representing all five species. Survey two (N=42 observers) assessed the ten colors alongside all 30 coral fragments, allowing survey three (N=111 observers) to test eight colors by removing the two least selected colors. The final color swatch used all survey data to produce a 7-color card representing both time points. Survey four (N=26 observers) assessed the final color card with 14 fragments that showed disagreement among all three surveys to ensure the narrowed-down color card accurately represented all variations in pigmentation and observation (Fig. 2).
RESULTS
Quantitative Validation
Coral Photobiology
The PAM measurements show relatively healthy photosynthetic efficiency (Fv/Fm) with a low standard deviation. Table 1 shows all the individuals across the five species tested at each time point. At Timepoint 1, the average yield across species ranged from 0.52-0.65; and at Timepoint 2, the average yield ranged from 0.30-0.58 (t-test: p<0.001). *Porites* spp. displayed the lowest yield (0.527 ± 0.047 and 0.309 ± 0.019) at both time points, and *S. bournoni* displayed the highest yield at both time points (0.658 ± 0.021 and 0.582 ± 0.02). This analysis of the photosynthetic efficiency by time point was correlated with the colors of the corals at that time point so that each species had a 3-5 color swatch for each time point (Table 1). For further analysis of coral color, five individuals from Timepoint 1 were chosen for analysis, so there was evenness across the time points. All species except *A. palmata* (p= 0.4877) significantly declined in photosynthetic efficiency between time points (t-test: *A. cervicornis* p< 0.05; *S. radians* p<0.01; *Porites* spp. p<0.001; *S. bournoni* p<0.01) (Fig. 3).

![Box plot](image)

Figure 3. Box plot of the photosynthetic efficiency (Fv/Fm) measured by PAM by species across the two time points (Fall 2020 and Fall 2022). Lower and upper box boundaries represent the 25th and 75th percentiles, the line inside the box represents the median, and the lower and upper error lines represent the 10th and 90th percentiles. The filled circles represent data falling outside the 10th and 90th percentiles. Asterisks represent significance from paired t-tests using RStudio 4.2.2

Coral Color
The final seven colors in the card were correlated to the subset of 31 individuals tested. Photosynthetic yield (Fv/Fm) strongly correlated to color with reasonable variation. High variation was observed in color 1 because unhealthy *Porites* spp. and healthy *S. radians* well represent this color. In this case, this color health metric is species-specific, and the card should be further developed with a morphological key to determine which species is being measured. Photosynthetic yield also correlated with color, with darker colors generally having higher yield (Fig. 4A).

Following this, the color from the image of the coral extracted from Photoshop correlated to the color on the color card. Red, Green, and Blue (RGB) values and hue, saturation, and brightness (HSB) values were calculated for the colors on the card, and the five most representative colors from the corals were generated in Photoshop (Fig. 1). Colors 2, 4, 6, and 7 matched most closely for both the RGB and HSB values, while 1, 3, and 5 had slightly lower values from the images as compared to the card; however, all image values trended towards the card values. For example, colors 6 and 7 had the lowest RGB values for the images and the card (Fig. 4B) and lower brightness with higher saturation for both the images and the card (Fig. 4C).
Figure 4. The seven colors (1 (n=6), 2 (n=6), 3 (n=5), 4 (n=5), 5 (n=8), 6 (n=6), 7 (n=5)) (n=number of individuals) of the final color card correlated to the corresponding coral’s photosynthetic yield (A), red, green, blues (RGB) values (B), and hue, saturation, and brightness (HSB) values (C). The triangles represent the actual RGB and HSB values, and the circles represent the mean coral RGB and HSB values with standard error (SE) depicted with error bars.

**Qualitative Validation**

Four successive surveys were developed to validate the colors for the color card and quantify observer variation. A photograph of the color card was placed alongside photographs of each coral, and the observer independently determined the best representative color for each coral. Observers for each survey ranged from ages 18 to 64, representing diverse education and coral experience levels. Survey one had 48 participants observe between three to five colors specific to each species (n=3) at each time point (Table 1). The results of this survey narrowed down which colors were well-represented the most for each species. Results showed >50% observer agreement on a representative color for 23 of 31 corals. These results were used to develop a 10-color swatch for the second survey. There was >50% agreement on a single color for 64.5% of fragments. Five fragments had a close split between two colors, and the other six showed no agreement, leading to a reassessment of colors. For survey three, two colors were removed because these colors were shown not to be well represented by the corals in survey 2. The colors were re-oriented to maximize differences in pigmentation between colors for ease of use. If colors 1 and 3 were often selected together for a fragment, they were placed next to each other to show the differences in pigmentation. This survey showed general agreement between over 100 participants, with a few exceptions. Survey two showed 83.9% of corals received >40% agreement, and 64.5% received >50% agreement for a single color. Survey three showed 87.1% of corals received >40% agreement, and 54.8% received >50% agreement from all observers. Therefore, it was observed that removing two colors from survey three did not change the agreement between observers and made the final card more accurate. It is assumed that for some species like *S. radians* and *A. palmata*, high observer variation was caused by a difference in the coloration between the coenosarc and polyps. For those two species, differences in color across the individual caused observer variations in the surveys. However, other species like *A. cervicornis* and *Porites* spp. did not have observer variation (>50% agreement), as the individuals had uniform coloration. The final 7-color card was created from the results of surveys two and three. Survey four tested the final color card, but only the 14 corals that showed the most observer variation were used. Survey four justified 85.7% of corals received >40% agreement, and 57.1% received >50% agreement. This final survey was conducted to clarify any discrepancies in color agreement. The corals that already had >50% agreement were omitted. The results of each survey showed that agreement among observers stayed the same as colors were removed.

**DISCUSSION**

This study successfully created a 7-color card for five key Caribbean coral species. As evidenced by the data in this study, there was a visual decline in photosynthetic yield (Fv/Fm), which correlated with a notable color change. Lighter colors primarily represented lower Fv/Fm; however, some colors, like 1 and 7, represented more extensive Fv/Fm ranges because of numerous species matching with that color (Fig. 4A). The colors on the card also successfully matched the RGB (Fig. 4B) and HSB (Fig. 4C)
values of the coral photos. These correlations between photosynthetic efficiency and color scales help to validate the method used to develop the color card.

With further development, this card could be used for coral health monitoring surveys in the Caribbean, from large-scale remote sensing to smaller-scale citizen science projects. During this study, we noted some limitations and biases with the experimental method; one such limitation was having too few replicates in our samples. To overcome this, future studies should have a larger sample size with more replicates to avoid the discrepancies seen in this study. The number of corals indicated by our card was limited by the number of coral species available at the Texas State Aquarium (TSA). Another limitation is the subjectivity of color. Color as an indicator of health is subjective as people perceive color differently, which should be considered when using the card for data collection.

The color card should not be used as a stand-alone tool but in collaboration with other health assessment techniques. Nevertheless, the Caribbean color card developed in this study currently only represents five species, and more species should be added to reflect Caribbean coral reef assemblages. Similar to the Hawaiian Ko’ a card, a key should be included to decipher the different morphologies among species. A key could sufficiently help users determine the meaning of the color based on the species since one color may represent the health of various species differently. For example, high variation was observed in color 1 because unhealthy Porites spp. and healthy S. radians represent this color well, and having a morphology key would clarify which species the color is associated with. Additionally, this study could not perform any experimental tests for chlorophyll or symbiont extractions because of the Association of Zoos and Aquariums (AZA) animal wellness expectations to maintain coral health, limiting the extent of the study. Since experimental data could not be collected, the card does not show the stages of bleaching. However, studies have shown that PAM fluorometry measurements capture damage to photosystem II and the underlying physiological collapse of the symbiont regardless of bleaching. Regarding the PAM measurements, two rapid light curves were conducted for each coral fragment and averaged to extrapolate the health of the coral from a point-based measurement. There may be some limitations and biases in two points reflecting the individual’s overall health. Subsequent studies should include more experimental data to better understand physiology and how environmental changes affect coral health in aquaria and the field. Aside from coral reef health assessments in the field, color cards could also be used in the zoo and aquaria trade. For example, the AZA carefully evaluates zoos and aquariums to ensure they meet animal welfare, care, and management standards. Animal care is defined as excellent animal husbandry procedures that ensure excellent animal health and welfare. The color card could supplement existing or new AZA-accredited zoos and aquariums standard practices by implementing a way to diagnose, manage, and track coral health in captivity. The card could also be used as an interactive educational tool for public engagement to illustrate the effects of coral bleaching and how climate change affects marine ecosystems. Existing education tools and resources have been designed to cover a wide range of topics related to coral reefs, such as the many lesson plans available for K-12 classrooms. But there has been an effort to make coral educational tools more interactive and hands-on through 3D Coral Polyp Models and art projects. Therefore, implementing this color card in aquariums and zoos could feasibly provide an engaging and educational coral exhibit for the general public.

CONCLUSION

Understanding coral health is critical for the success of coral reefs under our changing climate. Coral reefs are one of the most biodiverse ecosystems on Earth, supporting roughly 25% of all marine life and billions of humans through food, income, and coastal protection. However, corals are in decline due to human-induced environmental change. Therefore, it is essential to monitor coral health to conserve a valuable marine ecosystem and protect marine biodiversity. Coral reefs in the Caribbean face the synergistic threat of climate change and disease (e.g., stony coral tissue loss disease, white band disease). The 7-color card created in this study provides an objective tool to monitor and assess the coral health of 5 key coral species in this region non-invasively. This tool was created by correlating changes in photosynthetic efficiency (Fv/Fm) to changes in coral color. A color card, such as the one created in this study, can be an effective way to implement a visual assessment of the health of corals in captivity. Developing an objective, science-based tool also helps support local and global efforts to monitor the effects of climate change and disease on coral reefs. Individual color cards should be developed as place-based tools to support global efforts since coral species and Symbiodinium clades differ between regions.

The next steps for this study are to assess more healthy corals to represent species diversity in the Caribbean and more non-healthy corals to expand the color card to monitor bleaching events. The best way to do this would be through experimental data in the lab that would represent a greater variation of health for the species on the color card. Ultimately, more corals must be assessed to fully understand the Caribbean species’ coral color health metric. The color health metric is species-specific, so a morphological key must be added to determine what a given color means for each species. For the card to be used as a monitoring tool in the field, field studies would have to be conducted to validate that the data represents corals in their natural environment.
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PRESS SUMMARY
Coral reefs are one of the most biodiverse and productive ecosystems on Earth, and color has been shown as an indicator of health in Australian and Hawaiian reef systems. But there is no standardized method to quantify coral health for Caribbean corals. Therefore, a health assessment card using coral color to non-invasively monitor coral health was developed for five species of Caribbean corals. Nondestructive measurements of “health” were correlated with coral color pigmentation to develop a rapid, non-invasive tool for coral health monitoring. The results of this work successfully corresponded photosynthetic efficiency to coral color for five species of dominant Caribbean corals to develop a Coral Health Assessment Card for Caribbean reefs. By implementing a standardized assessment of coral health, long-term and widespread monitoring projects can be implemented to track overall Caribbean reef health. Consequently, the results of this work support global efforts to conserve marine ecosystems and protect biodiversity.
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ABSTRACT
The palladium-catalyzed cross-coupling reaction of alkyl-substituted alkenylboron reagents with aryl halides is a versatile method to introduce a hydrophobic hydrocarbon chain onto organic compounds of interest. The application of the cross-coupling reaction is enabled by synthetic methods for the preparation of alkenylboron reagents. The geometrically pure, alkyl-substituted alkenylboron reagent, (E)-octenylboronic acid pinacol ester, was prepared by 9-BBN-catalyzed hydroboration reaction of 1-octene with pinacolborane in refluxing 1 M THF solution. This reagent was then evaluated in palladium-catalyzed cross-coupling reactions with aryl bromides. The highest yield of the (E)-1-phenyloctene was obtained when SPhos was used as the ligand, K2CO3 was used as the base, and DMF was used as the reaction solvent. Other electron-rich, electron-poor, sterically hindered, and heteroaromatic substrates produced the corresponding (E)-1-phenyloctene derivatives in moderate to good yield.
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INTRODUCTION
Palladium-catalyzed cross-coupling reaction of alkenylboron reagents with aryl halides is a powerful method for the synthesis of stereodefined, organic alkenes.1-4 It allows for the C-C bond formation between an alkenylboron group with an sp2-hybridized halide under mildly basic reaction conditions in the presence of a metal catalyst. The low toxicity of alkenylboron groups, the site-selective and stereocontrolled reaction outcomes, and broad functional group tolerance have allowed for ample applications in a variety of synthetic fields.5 In particular, the cross-coupling reactions of (E)-octenylboronic acids and their ester derivatives have drawn considerable attention as efficient methods to introduce a hydrophobic hydrocarbon chain onto organic compounds of interest. For example, Fairlamb et al. reported promising antimicrobial activity of 2-pyrene heterocycles substituted with octenyl hydrocarbon chains by cross-coupling reaction of an (E)-octenylboronic acid or (E)-octenylboronic acid catecol ester.6 More recently, Suzuki et al. evaluated fluorogenic probes bearing (E)-octenyl chains introduced by cross-coupling reaction of an (E)-octenylboronic acid pinacol ester ([(E)-3]).7 The cross-coupling product was only characterized by high-resolution mass spectrometry, and no optimization of the reaction conditions were reported.

The abundant application of the coupling reaction is enabled by the ease of preparation of alkenylboron reagents.5 A common preparation method is via hydroboration reaction of an alkyne; the syn addition of a boron and hydrogen atom to the carbon-carbon triple bond of an alkyne. Recently, there has been substantial progress in the development of the hydroboration reactions of 1-octyne with pinacolborane catalyzed by transition metal-catalysts8-13, non-transition metal-catalysts14-16 and organoboron-catalysts17-19 to prepare the octenylboronic acid pinacol ester. Hoshi et al. first reported the synthesis of (E)-octenylboronic acid pinacol ester by Cy2BH catalyzed hydroboration of 1-octyne with pinacolborane in 2004.20 Thomas and Lloyd-Jones et al. elucidated the mechanism of the R2BH-catalyzed alkyne hydroboration reaction through computational and kinetic approaches.21
However, to the best of our knowledge, the preparation of (E)-octenylboronic acid pinacol ester by 9-borobicyclo[3.3.1]nonane (9-BBN) catalyzed hydroboration reaction of 1-octyne with pinacolborane has not been reported.

In 2018, we reported the 9-BBN-catalyzed hydroboration reaction of phenylacetylene with pinacolborane. Subsequently, we described the 9-BBN-catalyzed hydroboration reaction of other para-substituted, terminal, aryl alkynes with pinacolborane. Our interest in the generality of this reaction led us to the study of alkyl-substituted alkynes in the 9-BBN-catalyzed hydroboration reaction, and the reactivity of the alkenyboronic acid pinacol ester product in subsequent cross-coupling reactions. Here we report the synthesis of (E)-octenylboronic acid pinacol ester by 9-BBN-catalyzed hydroboration reaction and its evaluation in palladium-catalyzed cross-coupling reactions with aryl bromides.

RESULTS AND DISCUSSION

This study began with the preparation of (E)-octenylboronic acid pinacol ester by 9-BBN-catalyzed hydroboration reaction of 1-octyne with pinacolborane. Reaction conditions previously used for the 9-BBN-catalyzed hydroboration reaction of phenylacetylene with were initially evaluated with a catalyst loading of 15 mol% and a reaction concentration of 0.5 M. Thus, 1 (10 mmol), 2 (1.0 equiv.), and 9-BBN (15 mol%) were combined and refluxed in 0.5 M THF solution under an atmosphere of argon gas (Scheme 1). The hydroboration reaction of 1 under these conditions produced (E)-3 in 61% yield after purification by aqueous workup and column chromatography. The yield of (E)-3 could be increased to 70% by increasing the reaction concentration from 0.5 M to 1.0 M.

The evaluation of the reaction conditions for the palladium-catalyzed cross-coupling reaction of (E)-3 with bromobenzene 4a was then investigated (Table 1). These experiments began with the use of reaction conditions previously published for the palladium-catalyzed cross-coupling reaction of (E)-2-phenylethenylboronic acid pinacol ester with aryl bromides. Thus, (E)-3 (1.2 equiv.), 2 (1.0 equiv.), Pd(OAc)2 (5 mol%), t-Bu3PhBF4 (10 mol%), K2CO3 (1.2 equiv), and DMF were combined and heated to 90 °C under an atmosphere of argon gas. These conditions produced (E)-5a in 52% isolated yield. The ligands JohnPhos, DPPF, Ph3P, and SPhos were then evaluated in efforts to increase the yield of (E)-5a (entries 1-5). Of these ligands, the use of the SPhos ligand produced (E)-5a in the highest yield (entry 5). Dioxane was evaluated as the reaction solvent in reactions that employed both Ph3P and SPhos as ligands (entries 6 and 7). The use of DMF as the solvent was found to provide a better yield in both of these reactions. A lower yield of (E)-5a was observed when t-BuOK or NaOH were used as the base instead of K2CO3 (entries 5, 8 and 9).
Table 1. Optimization of the palladium-catalyzed cross-coupling reaction of (E)-3 and 4a.*

<table>
<thead>
<tr>
<th>Entry</th>
<th>Ligand</th>
<th>Base</th>
<th>Solvent</th>
<th>Yield, b %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>t-Bu3PhBF4</td>
<td>K2CO3</td>
<td>DMF</td>
<td>52</td>
</tr>
<tr>
<td>2</td>
<td>JohnPhos</td>
<td>K2CO3</td>
<td>DMF</td>
<td>69</td>
</tr>
<tr>
<td>3</td>
<td>DPPF</td>
<td>K2CO3</td>
<td>DMF</td>
<td>73</td>
</tr>
<tr>
<td>4</td>
<td>Ph3P</td>
<td>K2CO3</td>
<td>DMF</td>
<td>71</td>
</tr>
<tr>
<td>5</td>
<td>SPhos</td>
<td>K2CO3</td>
<td>DMF</td>
<td>77</td>
</tr>
<tr>
<td>6</td>
<td>Ph3P</td>
<td>K2CO3</td>
<td>Dioxane</td>
<td>73</td>
</tr>
<tr>
<td>7</td>
<td>SPhos</td>
<td>K2CO3</td>
<td>Dioxane</td>
<td>65</td>
</tr>
<tr>
<td>8</td>
<td>SPhos</td>
<td>t-BuOK</td>
<td>DMF</td>
<td>61</td>
</tr>
<tr>
<td>9</td>
<td>SPhos</td>
<td>NaOH</td>
<td>DMF</td>
<td>59</td>
</tr>
</tbody>
</table>

*Reactions were performed on >0.5 mmol scale.

bYield of isolated, purified product.

The optimized reaction conditions of (E)-3 (1.2 equiv), aryl bromide (1.0 equiv.), Pd(OAc)2 (5 mol%), SPhos (10 mol%), K2CO3 (1.2 equiv), DMF at 90 °C were then used to evaluate the scope of compatible aryl bromides (Table 2). The electronically neutral substrate bromobenzene (4a) provided the product (E)-5a in the highest isolated yield (entry 1). The substrate 1-bromo-4-nitrobenzene (4b) that bears an electron-withdrawing group provided a good yield of the product (E)-5b. The substrate 4-bromotoluene (4c) that bears an electron-donating group provided the lowest yield of the product (E)-5c (entry 3). Interestingly, the sterically hindered o-substituted aryl bromide 2-bromotoluene (4d) provided the product (E)-5d in a higher yield than the less sterically hindered p-substituted aryl bromide (entries 3 and 4). This is noteworthy because sterically hindered substrates are typically challenging substrates in palladium-catalyzed cross-coupling reactions.23,24 The heterocyclic aryl bromide 3-bromoquinoline (4e) that bears a Lewis basic nitrogen atom provided the product (E)-5e in a good yield (entry 5).
Table 2. Aryl bromides evaluated in the synthesis of 1-phenyloctene derivatives by palladium-catalyzed cross-coupling reaction.a

<table>
<thead>
<tr>
<th>Entry</th>
<th>Product</th>
<th>Yield,(^b) %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><img src="E" alt="Product Image" />-5a</td>
<td>77</td>
</tr>
<tr>
<td>2</td>
<td><img src="E" alt="Product Image" />-5b</td>
<td>62</td>
</tr>
<tr>
<td>3</td>
<td><img src="E" alt="Product Image" />-5c</td>
<td>36</td>
</tr>
<tr>
<td>4</td>
<td><img src="E" alt="Product Image" />-5d</td>
<td>68</td>
</tr>
<tr>
<td>5</td>
<td><img src="E" alt="Product Image" />-5e</td>
<td>60</td>
</tr>
</tbody>
</table>

\(^a\)Reactions were performed in duplicate on >0.5 mmol scale.  
\(^b\)Yield of isolated, purified product.

METHODS AND PROCEDURES

General Hydroboration Procedure: An oven-dried, round-bottom flask, containing a magnetic stir-bar, equipped with an oven-dried Liebig condenser was sealed with high-vacuum grease. The reflux apparatus was capped with a septum and purged with argon under a balloon of argon. The followings were added sequentially by syringe: the solvent, 1-octyne, pinacolborane, 9-BBN, and an additional volume of solvent to wash all of the reagents into the flask. The reaction solution was refluxed in a preheated oil bath at 65 °C. Reaction aliquots were analyzed by thin-layer chromatography (TLC) to monitor the progress of the reaction. When the reaction was determined to be complete, it was cooled to room temperature, extracted with ethyl acetate, washed with water, brine, dried with sodium sulfate, filtered and concentrated by rotary evaporation (50 °C, 70 torr). The crude product was purified by flash chromatography on silica. The amount of silica used in the chromatography was approximately 50 times the mass of the concentrated crude product. The composition of the eluent began at 97.5:2.5, hexane/ethyl acetate and the polarity of...
the eluent was gradually increased to 90:10, hexane/ethyl acetate until the product was completely eluted. The product was concentrated in vacuo (2 torr) to afford the desired product.

General Cross-Coupling Procedure: To an oven-dried, round-bottom flask, containing a magnetic stir-bar was added (E)-3a, aryl bromide, base, ligand, and Pd(OAc)2. The flask was capped with a septum and purged with argon under a balloon of argon. The solvent was then added by syringe. The reaction solution was stirred under a balloon of argon in a preheated oil bath at 90 °C. Reaction aliquots were analyzed by TLC to monitor the progress of the reaction. When the reaction was determined to be complete, it was cooled to room temperature, extracted with ethyl acetate, washed with water, brine, dried with sodium sulfate, filtered and concentrated by rotary evaporation (50 °C, 70 torr). The crude product was purified by flash chromatography on silica. The amount of silica used in the chromatography was approximately 50 times the mass of the concentrated crude product. Elution began with hexane and the polarity of the eluent was gradually increased to 95:5, hexane/ethyl acetate until the product was completely eluted. The product was concentrated in vacuo (2 torr) to afford the desired product.

Procedure for the synthesis of 4,4,5,5-Tetramethyl-2-(1E)-1-octen-1-yl-1,3,2-dioxaborolane ((E)-3)

Following the General Hydroboration Reaction Procedure, 1-octyne (1.54 mL, 10 mmol, 1.0 equiv), pinacolborane (1.45 mL, 10 mmol, 1.0 equiv), 9-BBN (3.0 mL, [0.5], 1.5 mmol, 0.1 equiv), and THF (10 mL) were combined and heated to 65 °C for 1.25 h. Purification by aqueous workup and flash chromatography afforded 1.678 g (70%) of (E)-3 as a clear, colorless oil.

Data for 4,4,5,5-Tetramethyl-2-(1E)-1-octen-1-yl-1,3,2-dioxaborolane ((E)-3)

**1H NMR:** (400 MHz, CDCl₃)
- 6.63 (dt, J = 17.9 & 7.4 Hz, 1H), 5.42 (dt, J = 17.9 & 1.6 Hz, 1H), 2.17-2.11 (m, 2H), 1.43-1.37 (m, 2H), 1.27-1.24 (m, 18H), 0.89-0.85 (m, 3H).

**13C NMR:** (101 MHz, CDCl₃)
- 154.8, 83.0, 35.8, 31.7, 28.9, 28.2, 24.8, 22.6, 14.10.

**IR:** (neat)
- 2977 (w), 2924 (m), 2855 (w), 2179 (w), 1743 (w), 1638 (m), 1398 (w), 1388 (s), 1316 (s), 1269 (w), 1215 (w), 1145 (s), 1047 (m), 997 (m), 970 (m), 900 (w), 849 (m), 824 (w), 724 (w), 677 (m), 522 (w).

**MS:** (EI, 70 eV)
- 238 ([M]+, 1), 223 ([M-CH3]+, 28), 222 (7), 181 (7), 168 (5), 154 (21), 125 (100), 152 (47), 140 (14), 139 (66), 138 (67), 137 (8), 125 (10), 124 (8), 123 (9), 112 (9), 111 (38), 110 (48), 109 (8, 101 (34), 98 (5), 97 (20), 96 (33), 95 (42), 94 (7), 87 (5), 86 (6), 85 (77), 84 (60), 83 (61), 82 (36), 81 (45), 80 (7), 79 (9), 71 (10), 70 (10), 69 (67), 68 (73), 67 (55), 66 (8), 65 (5), 59 (43), 58 (11), 57 (47), 56 (16), 55 (96), 54 (96), 53 (17).

**TLC:** Rf 0.63 (hexane/ethyl acetate, 90:10) [silica gel, I2]

Procedure for the synthesis of (1E)-1-Octen-1-ylbenzene ((E)-5a)

Following the General Hydroboration Reaction Procedure, 1-octyne (1.54 mL, 10 mmol, 1.0 equiv), pinacolborane (1.45 mL, 10 mmol, 1.0 equiv), 9-BBN (3.0 mL, [0.5], 1.5 mmol, 0.1 equiv), and THF (10 mL) were combined and heated to 65 °C for 1.25 h. Purification by aqueous workup and flash chromatography afforded 1.678 g (70%) of (E)-3 as a clear, colorless oil.
Following the General Cross-Coupling Procedure, (E)-3 (190 mg, 0.8 mmol, 1.2 equiv.), bromobenzene (70 μL, 0.67 mmol, 1.0 equiv), K₂CO₃ (110 mg, 0.80 mmol, 1.2 equiv.), Pd(OAc)₂ (7.4 mg, 0.033 mmol, 0.05 equiv.), SPhos (27 mg, 0.067 mmol, 0.1 equiv), and DMF (5.3 mL) were combined and heated to 90°C for 3 h. Purification by aqueous workup and flash chromatography afforded 96 mg (77 %) of (E)-5a as a clear oil.²⁶

Data for (1E)-1-Octen-1-ylbenzene ((E)-5a)

<table>
<thead>
<tr>
<th>Technique</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>¹H NMR (ppm)</td>
<td>7.36-7.26 (m, 4H), 7.21-7.16 (m, 1H), 6.37 (appd, J = 15.8 Hz, 1H), 6.23 (dt, J = 15.8 &amp; 6.8 Hz, 1H), 2.24-2.17 (m, 2H), 1.51-1.43 (m, 2H), 1.39-1.28 (m, 6H), 0.91-0.88 (m, 3H).</td>
</tr>
<tr>
<td>C NMR (ppm)</td>
<td>138.0, 131.3, 129.6, 128.4, 126.7, 125.9, 33.0, 31.8, 29.3, 28.9, 22.6, 14.1.</td>
</tr>
<tr>
<td>IR (cm⁻¹)</td>
<td>3023 (w), 2953 (w), 2922 (m), 2851 (m), 2190 (w), 1994 (w), 1917 (w), 1737 (s), 1596 (w), 1492 (w), 1447 (m), 1365 (m), 1228 (m), 1216 (m), 1070 (w), 1028 (w), 961 (m), 907 (w), 740 (w), 690 (m), 527 (w).</td>
</tr>
<tr>
<td>MS (m/z)</td>
<td>188 ([M]+, 32), 129 (6), 118 (14), 117 ([M-(CH₂)₄CH₃]+, 100), 116 (12), 115 (41), 105 (9), 104 (92), 91 (31).</td>
</tr>
<tr>
<td>TLC Rf</td>
<td>0.80 (hexane/ethyl acetate, 90:10) [silica gel, UV light and I₂]</td>
</tr>
</tbody>
</table>

Procedure for the synthesis of 1-Nitro-4-(1E)-1-octen-1-ylbenzene ((E)-5b)

Following the General Cross-Coupling Procedure, (E)-3 (213 mg, 0.89 mmol, 1.2 equiv.), 1-bromo-4-nitrobenzene (149 mg, 0.74 mmol, 1.0 equiv), K₂CO₃ (123 mg, 0.89 mmol, 1.2 equiv.), Pd(OAc)₂ (8.2 mg, 0.047 mmol, 0.05 equiv.), SPhos (30 mg, 0.074 mmol, 0.1 equiv), and DMF (3.7 mL) were combined and heated to 90°C for 3.5h. Purification by aqueous workup and flash chromatography afforded 107 mg (62%) of (E)-5b as a yellow oil.²⁷

Data for 1-Nitro-4-(1E)-1-octen-1-ylbenzene ((E)-5b)

<table>
<thead>
<tr>
<th>Technique</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>¹H NMR (ppm)</td>
<td>8.17-8.14 (m, 2H), 7.47-7.43 (m, 2H), 6.45-6.43 (m, 2H), 2.29-2.24 (m, 2H), 1.53-1.46 (m, 2H), 1.39-1.28 (m, 6H), 0.91-0.88 (m, 3H).</td>
</tr>
<tr>
<td>C NMR (ppm)</td>
<td>146.4, 144.5, 136.7, 128.1, 126.3, 124.0, 33.2, 31.7, 28.94, 28.90, 22.6, 14.1.</td>
</tr>
<tr>
<td>IR (cm⁻¹)</td>
<td>2968 (w), 2953 (m), 2924 (m), 2189 (w), 2163 (w), 2117 (w), 2018 (w), 1737 (m), 1647 (w), 1594 (m), 1512 (s), 1455 (w), 1374 (w), 1339 (s), 1228 (m), 1216 (m), 1120 (m), 1108 (m), 1010 (w), 966 (m), 954 (m), 859 (m), 822 (w), 743 (m), 689 (w), 665 (w), 630 (w), 537 (w), 527 (w).</td>
</tr>
<tr>
<td>MS (m/z)</td>
<td>233 ([M⁺, 13], 150 (17), 149 (100), 137 (14), 129 (7), 128 (10), 119 (14), 117 (11), 116 (57), 115 (48), 103 (7), 91 (9), 55 (12).</td>
</tr>
<tr>
<td>TLC Rf</td>
<td>0.74 (hexane/ethyl acetate, 90:10) [silica gel, UV light and I₂]</td>
</tr>
</tbody>
</table>
Procedure for the synthesis of \(1\text{-Methyl-4-(1E)-1-octen-1-ylbenzene (}(E)-5c)\)

\[
\begin{align*}
\text{(E)-3, 1.2 equiv.} & + \text{Br} & \overset{\text{Pd(OAc)\textsubscript{2} (5 mol\%),}}{\text{SPhos (10 mol\%)}} & \overset{\text{K\textsubscript{2}CO\textsubscript{3} (1.2 equiv.)}}{\text{DMF, 90 °C}} & \text{(E)-5c}
\end{align*}
\]

Scheme 5. Synthesis of \((E)-5c\) by palladium-catalyzed cross-coupling of \((E)-3\) with \(4c\).

Following the General Cross-Coupling Procedure, \((E)-3\) (180 mg, 0.76 mmol, 1.2 equiv.), 4-bromotoluene (77 \(\mu\)l, 0.63 mmol, 1.0 equiv.), \(K\text{\textsubscript{2}CO\textsubscript{3}}\) (104 mg, 0.76 mmol, 1.2 equiv.), \(\text{Pd(OAc}\textsubscript{2}}\) (7.0 mg, 0.032 mmol, 0.05 equiv.), SPhos (26 mg, 0.063 mmol, 0.1 equiv.), and DMF (3.2 mL) were combined and heated to 90 °C for 17 hr. Purification by aqueous workup and flash chromatography afforded 46 mg (36 %) of \((E)-5c\) as a clear oil.\(^{28}\)

Data for \(1\text{-Methyl-4-(1E)-1-octen-1-ylbenzene (}(E)-5c)\)

\(^1H\) NMR: \((400 \text{ MHz, CDCl}_3)\)

\[
\begin{align*}
7.24-7.23 (\text{m, 2H}), & \quad 7.11-7.09 (\text{m, 2H}), & \quad 6.34 (\text{appd, } J = 15.8 \text{ Hz, 1H}), & \quad 6.17 (\text{dt, } J = 15.8 \& 6.9 \text{ Hz, 1H}), & \quad 2.32 (\text{s, 3H}), & \quad 2.22-2.16 (\text{m, 2H}), & \quad 1.49-1.42 (\text{m, 2H}), & \quad 1.37-1.27 (\text{m, 6H}), & \quad 0.91-0.87 (\text{m, 3H}).
\end{align*}
\]

\(^{13}C\) NMR: \((101 \text{ MHz, CDCl}_3)\)

\[
\begin{align*}
136.4, & \quad 135.2, & \quad 130.2, & \quad 129.5, & \quad 129.1, & \quad 125.8, & \quad 33.0, & \quad 31.7, & \quad 29.4, & \quad 28.9, & \quad 22.6, & \quad 21.1, & \quad 14.1.
\end{align*}
\]

IR: \((\text{neat})\)

\[
\begin{align*}
3020 (\text{w}), & \quad 2954 (\text{m}), & \quad 2921 (\text{m}), & \quad 2852 (\text{m}), & \quad 2293 (\text{w}), & \quad 1987 (\text{w}), & \quad 1844 (\text{w}), & \quad 1690 (\text{w}), & \quad 1628 (\text{w}), & \quad 1511 (\text{m}), & \quad 1455 (\text{m}), & \quad 1376 (\text{w}), & \quad 1229 (\text{w}), & \quad 1204 (\text{w}), & \quad 1197 (\text{w}), & \quad 1105 (\text{w}), & \quad 1101 (\text{w}), & \quad 962 (\text{s}), & \quad 837 (\text{m}), & \quad 787 (\text{m}), & \quad 723 (\text{m}), & \quad 516 (\text{w}), & \quad 502 (\text{w}).
\end{align*}
\]

MS: \((\text{EI, 70 eV})\)

\[
\begin{align*}
202 ([\text{M}]^+, 28), & \quad 132 (11), & \quad 131 ([\text{M-(CH}_2\text{)CH}_3]^+, 100), & \quad 129 (13), & \quad 128 (9), & \quad 118 (43), & \quad 117 (12), & \quad 116 (14), & \quad 115 (17), & \quad 111 (6), & \quad 105 (13), & \quad 97 (9), & \quad 91 (16), & \quad 85 (100, 83 (9), & \quad 71 (15), & \quad 70 (7), & \quad 69 (10), & \quad 57 (20), & \quad 55(12). \]
\]

TLC: \(R_f 0.82 (\text{hexane/ethyl acetate, 90:10}) \) [silica gel, UV light and I₂]

Procedure for the synthesis of \(1\text{-Methyl-2-(1E)-1-octen-1-ylbenzene (}(E)-5d)\)

\[
\begin{align*}
\text{(E)-3, 1.2 equiv.} & + \text{Br} & \overset{\text{Pd(OAc)\textsubscript{2} (5 mol\%),}}{\text{SPhos (10 mol\%)}} & \overset{\text{K\textsubscript{2}CO\textsubscript{3} (1.2 equiv.)}}{\text{DMF, 90 °C}} & \text{(E)-5d}
\end{align*}
\]

Scheme 6. Synthesis of \((E)-5d\) by palladium-catalyzed cross-coupling of \((E)-3\) with \(4d\).

Following the General Cross-Coupling Procedure, \((E)-3\) (172 mg, 0.72 mmol, 1.2 equiv.), 2-bromotoluene (72 \(\mu\)l, 0.60 mmol, 1.0 equiv.), \(K\text{\textsubscript{2}CO\textsubscript{3}}\) (99 mg, 0.72 mmol, 1.2 equiv.), \(\text{Pd(OAc}\textsubscript{2}}\) (6.7 mg, 0.030 mmol, 0.05 equiv.), SPhos (25 mg, 0.060 mmol, 0.1 equiv.), and DMF (3.0 mL) were combined and heated to 90 °C for 17.5 hr. Purification by aqueous workup and flash chromatography afforded 83 mg (68 %) of \((E)-5d\) as a clear oil.\(^{27}\)

Data for \(1\text{-Methyl-2-(1E)-1-octen-1-ylbenzene (}(E)-5d)\)

\(^1H\) NMR: \((400 \text{ MHz, CDCl}_3)\)

\[
\begin{align*}
7.43-7.41 (\text{m, 1H}), & \quad 7.18-7.11 (\text{m, 3H}), & \quad 6.58 (\text{appd, } J = 15.6 \text{ Hz, 1H}), & \quad 6.10 (\text{dt, } J = 15.6 \& 7.0 \text{ Hz, 1H}), & \quad 2.34 (\text{s, 3H}), & \quad 2.27-2.21 (\text{m, 2H}), & \quad 1.54-1.45 (\text{m, 2H}), & \quad 1.41-1.30 (\text{m, 6H}), & \quad 0.93-0.89 (\text{m, 3H}).
\end{align*}
\]

\(^{13}C\) NMR: \((101 \text{ MHz, CDCl}_3)\)

\[
\begin{align*}
137.1, & \quad 134.8, & \quad 132.6, & \quad 130.1, & \quad 127.5, & \quad 126.7, & \quad 126.0, & \quad 125.4, & \quad 33.3, & \quad 31.7, & \quad 29.4, & \quad 28.9, & \quad 22.6, & \quad 19.8, & \quad 14.1.
\end{align*}
\]

IR: \((\text{neat})\)

\[
\begin{align*}
3016 (\text{w}), & \quad 2953 (\text{w}), & \quad 2922 (\text{m}), & \quad 2852 (\text{w}), & \quad 2015 (\text{w}), & \quad 2007 (\text{w}), & \quad 1954 (\text{w}), & \quad 1887 (\text{w}), & \quad 1737 (\text{m}), & \quad 1647 (\text{w}), & \quad 1600 (\text{w}), & \quad 1483 (\text{w}), & \quad 1457 (\text{m}), & \quad 1376 (\text{m}), & \quad 1228 (\text{m}), & \quad 1216 (\text{m}), & \quad 1032 (\text{w}), & \quad 963 (\text{m}), & \quad 742 (\text{m}), & \quad 527 (\text{w}).
\end{align*}
\]
Procedure for the synthesis of 3-(1E)-1-Octen-1-ylquinoline ((E)-5e)

Following the General Cross-Coupling Procedure, (E)-3 (211 mg, 0.89 mmol, 1.2 equiv.), 3-bromoquinoline (100 μl, 0.74 mmol, 1.0 equiv), K2CO3 (122 mg, 0.89 mmol, 1.2 equiv.), Pd(OAc)2 (8.3 mg, 0.037 mmol, 0.05 equiv.), SPhos (30 mg, 0.074 mmol, 0.1 equiv), and DMF (3.7 mL) were combined and heated to 90°C for 2 hr. Purification by aqueous workup and flash chromatography afforded 107 mg (60 %) of (E)-5e as a clear oil.

Data for 3-(1E)-1-Octen-1-ylquinoline ((E)-5e)

\begin{align*}
\text{H NMR:} & \quad (400 \text{ MHz}, \text{CDCl}_3) \\
& \quad 8.971-8.966 (m, 1H), 8.08-8.06 (m, 1H), 7.997-7.992 (m, 1H), 7.78-7.76 (m, 1H), 7.67-7.62 (m, 1H), 7.53-7.49 (m, 1H), 6.53 (appd, J = 16.1 \text{ Hz}, 1H), 6.50-6.43 (m, 1H), 2.31-2.26 (m, 2H), 1.56-1.48 (m, 2H), 1.41-1.30 (m, 6H) 0.92-0.89 (m, 3H).
\end{align*}

\begin{align*}
\text{C NMR:} & \quad (101 \text{ MHz}, \text{CDCl}_3) \\
& \quad 149.0, 146.7, 134.3, 131.8, 130.8, 128.92, 128.88, 128.2, 127.7, 126.9, 126.4, 33.3, 31.7, 31.7, 39.1, 28.9, 22.6, 14.1.
\end{align*}

\begin{align*}
\text{IR:} & \quad 3129 (w), 3099 (w), 3078 (w), 2952 (w), 2921 (m), 2851 (m), 2088 (w), 2075 (w), 2052 (w), 1649 (w), 1567 (w), 1490 (m), 1464 (m), 1374 (w), 1339 (w), 1295 (w), 1204 (w), 1189 (w), 1122 (w), 1015 (w), 962 (s), 906 (m), 858 (w), 783 (m), 748 (s), 616 (w).
\end{align*}

\begin{align*}
\text{MS:} & \quad (EI, 70 \text{ eV}) \\
& \quad 240 ([M+1]^+, 7), 239 ([M]^+, 37), 182 (7), 180 (9), 169 (15), 168 ([M-(CH2)4CH3]^+, 100), 167 (61), 166 (8), 157 (9), 156 (21), 155 (50), 154 (8), 143 (15), 142 (7), 115 (8).
\end{align*}

\begin{align*}
\text{TLC:} & \quad R_f 0.31 \text{ (hexane/ethyl acetate, 90:10) [silica gel, UV light and I2]}
\end{align*}

CONCLUSION

A hydrophobic octenyl chain can be introduced to aromatic bromides by palladium-catalyzed cross-coupling reaction of (E)-3 with aryl bromides. The geometrically pure reagent (E)-3 can be prepared by the 9-BBN-catalyzed hydroboration reaction of 1 with 2 in refluxing 1 M THF solution. The alkyl-substituted alkenylboronic acid reagent (E)-3 undergoes efficient cross-coupling with aryl bromides under palladium catalysis to provide the desired products (E)-5a-e in moderate to good yield. The highest reaction yield was obtained when SPhos was used as the ligand, K2CO3 was used as the base, and DMF was used as the reaction solvent. We intend to continue to explore the 9-BBN-catalyzed hydroboration reaction and the palladium-catalyzed cross-coupling reaction of the alkenylboronic acid pinacol ester products.
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PRESS SUMMARY
The palladium-catalyzed cross-coupling reaction is a versatile method to introduce a hydrophobic, water-fearing, hydrocarbon chain onto a variety of organic compounds of interest to science and medicine. In this work, a reagent was prepared with a hydrophobic hydrocarbon chain and was shown to undergo a cross-coupling reaction with aryl bromides under palladium-catalysis. The reaction conditions for the carbon-carbon bond forming, cross-coupling reaction were optimized to achieve a high yield of the product. A variety of reaction partners were shown to undergo this site-selective and stereocontrolled chemical reaction.
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ABSTRACT

Zebrafish are common experimental models used in biological studies that are bred and raised in laboratory settings. Published studies, anecdotal evidence, and industry practices are variable and offer conflicting suggestions on maximizing reproductive success, particularly regarding sex ratios and segregating males and females before spawning. This study identified conditions that promote maximum reproductive success (clutch probability and average clutch size) in zebrafish. Clutch probability was higher when females were seven to ten months old and bred in groups with equal sex ratios and an artificial spawning substrate in the winter or spring. Clutch size was significantly larger when females were seven to ten months old, outnumbered by males, and bred with an artificial spawning substrate. Optional spawning substrates (marbles and plants) improved reproductive success, whereas other parameters had no impact. These data support the implementation of simple steps that reliably maximize reproductive success of laboratory zebrafish.
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INTRODUCTION

Zebrafish (*Danio rerio*) are commonly used experimental models in biological research and biomedicine.1, 2 Zebrafish are small, tropical freshwater fish that can tolerate a wide variety of environmental conditions and breed in captivity,1 which contributes to their popularity in the laboratory. Zebrafish mature quickly and can produce thousands of eggs in their lifetime.3 Reliable generation of large batches of eggs is essential for the success of zebrafish as a model organism. Reproductive success can be measured in several ways, and most often refers to the frequency and size of viable clutches. Several factors affect reproductive success and can be grouped into those related to health and husbandry, social factors, and spawning habitat. Unsurprisingly, parameters that affect fish health3 including water quality,4 diet,5 and parasite load6 all affect reproductive success. This analysis focused on spawning habitat and social factors that are purported to increase reproductive success in otherwise healthy fish, though the parameters tested may also be applicable in compromised populations.

Social factors

Clutch size is affected by the age and size of fish. Laboratory-raised zebrafish reach sexual maturity in 3–6 months,1 though fish aged 7–18 months lay more eggs than do younger or older fish,7 with best reproductive success attained while fish are 6–12 months.3 Young adults may lay poorer quality eggs3 than more mature fish. Fish body size is a factor in reproductive success – larger females lay larger and more frequent clutches.8–10 Female size differences may be strictly due to larger females being able to physically produce greater numbers of eggs, though reproductive success also differs by social rank in which territorial females reproduce more successfully than other females in their territory.11 As a shoaling species, social factors influence zebrafish reproductive success. Sex ratios and housing density of zebrafish affect male territoriality, which may affect reproductive success.12 Females are selective and spawn more frequently when paired with a certain male, but their preferences do not correlate with male dominance.9 Wild zebrafish reproduce in pairs,13 while laboratory-housed fish are often spawned in groups.7, 14, 15 Some have reported that group spawning and pair spawning in laboratory populations are equally successful,16, 17 though most sources suggest setting up spawning groups with females outnumbering males to increase the number of eggs generated.7, 12, 18

The suggested practice of some researchers and tank manufacturers is to segregate males and females overnight using clear dividers that are removed when the lights are turned on in the morning,19, 20 or at the desired breeding time. This is intended to serve two purposes. First, dividers separate sexes to allow for controlled timing of breeding. Second, dividers prevent fish from interacting while allowing them to process olfactory and visual displays as a way to increase spawning behaviors, because zebrafish reproductive behavior is influenced by both olfactory and visual cues.21, 22 Ovarian steroid glucuronides serve as sex attractants for
males. Male zebrafish release pheromones that trigger female ovulation and in turn, females release a pheromone that triggers courtship behavior in males. Common practice suggests selecting the most vibrant and colorful males for successful breeding, though some evidence suggests that female choice may not depend on appearance, but rather on male personality. It is unclear if the use of dividers increases reproductive success related to these displays or is simply a useful mechanism to regulate breeding timing.

Spawning habitat
Laboratory spawning is meant to mimic certain factors that are associated with zebrafish spawning in the wild. Reproduction of both wild-strain and laboratory zebrafish occurs exclusively in the morning for roughly two hours beginning at “dawn” (when the system lights turn on). Wild zebrafish spawn seasonally, and laboratory colonies are maintained at temperatures and light cycles that mimic this breeding season to allow for generation of eggs year-round. Indeed, light pollution negatively influences reproductive success. Seasonal breeding may correlate with diet that changes with the seasons, rather than season per se, as wild-caught zebrafish breed year-round in a controlled setting. In the wild, zebrafish tend to inhabit shallow ponds, ditches, and slow-flowing streams, so laboratory spawning is typically set up in shallow tanks. Spawning in too small volumes (≤ 200 mL) negatively affects reproductive success. Wild zebrafish also spawn around plants and after heavy downpour, which is mimicked in the lab by changing the water in the spawning tank at dawn (this also serves to clean the water into which eggs are laid). Factors purported to promote large clutch sizes include using a substrate such as marbles in the spawning tank.

Similarly, incorporating live plants into zebrafish housing may have positive impacts on health and stress, and thus reproduction.

Despite such common use, there is insufficient experimental data to support recommended best practices to increase spawning success in laboratory-housed zebrafish. Though many sources outline factors that are purported to aid in reproductive success—contradictions abound. These factors include characteristics of the fish (age, health, size), social factors (number and sex ratio of breeding fish, housing density, social dominance, pheromone cues), and environmental factors (light duration, intensity, temperature, season, substrate, habitat). These experiments consist of retrospective analyses bolstered by controlled spawning to probe for and test correlations in reproductive success to identify variables associated with clutch production and size that can be readily implemented in zebrafish colonies.

METHODS AND PROCEDURES
Animal husbandry
Zebrafish husbandry and all experimental procedures were approved by the Murray State Institutional Animal Care and Use Committee, protocol #2017-024. Adult zebrafish (Danio rerio) were raised in house from the AB and EKK strains which were originally purchased from the Zebrafish International Resource Center (Eugene, OR) and Ekkwill Waterlife Resources (Ruskin, FL) respectively. Fish were housed in a recirculating rack system (Aquaneering, San Diego, CA) with a 14:10 h light: dark cycle in tanks of mixed sexes at a density of five fish or fewer per L (though juveniles are stocked at higher densities based on age and size). Water quality was continuously monitored using Neptune APEX (Morgan Hill, CA). The pH ranged between 7.5 and 8 and water temperatures were kept at 27.5°C ± 1. The zebrafish were fed twice daily with adult zebrafish diet (Ziegler, East Berlin, PA).

Basic spawning parameters
Ages of spawned fish ranged from 2–25 months old. Individuals were set up to spawn at most twice a week. Fish were set up in 1 L breeding tanks with a slotted liner to segregate eggs from adults (Aquaneering) after the last feeding in the evening (5 pm). Clear plastic dividers were purchased as part of the spawning tank assembly (Aquaneering) and fit into grooves inside the slotted tank liner. A single floating broad-leaf green plastic aquarium plant approximately 7 cm long was used to provide cover to zebrafish. When plants were included together with dividers, females were placed in the plant side of the spawning tank. A single layer of assorted marbles (blue, green, clear, and yellow) per tank was used to mimic rocky substrate. When marbles and dividers were both present, marbles were distributed evenly on each side of the divided tank.

Two locations were used for spawning: the fry incubator and the standard housing room rack system. Both locations were kept on 14:10 h light:dark cycles. The housing room dawn was 9 am, had an illuminance of 60 lux of full-spectrum fluorescent light, and the air temperature fluctuated between 23.5 and 29.5 °C. The incubator dawn was 8 am (to allow earlier egg laying for other experiments), had an illuminance of 2000 lux of full-spectrum fluorescent light, and the air temperature was tightly regulated at 28.5 °C. Because the water temperature was not regulated within the spawning tanks, the room temperature affected the water temperature. Spawning tanks were left undisturbed overnight on a designated vacant shelf of the standard housing rack or the fry incubator. The total information collected for each spawning tank was the set-up date, day of the week, tank ID, number of males and females, spawning room, and presence or absence of each: dividers, plants, and marbles.

In the morning at lights on (dawn), spawning tank water was replaced with fresh system water in tanks without dividers. In the
incubator, fresh system water was prefilled the night before so the water change would be a consistent temperature. At the same
time, dividers were removed from divided tanks and water was not replaced to maintain the pheromone cues. Approximately two
hours after dawn, spawning tanks were checked for eggs. Clutches were collected, counted, and recorded. All fish were returned
to their home tanks before the first feeding.

Two sets of experiments were conducted: a retrospective analysis of spawning records to identify patterns and controlled breeding
events to test those patterns.

Retrospective spawning analytics
Groups of two to seven wild-type fish were set up to spawn from over a span of two years for routine laboratory use. The
previous reproductive success of the fish varied from first controlled spawning to experienced breeders and included fish born
and raised in-house and fish acquired externally. The variable spawning parameters were at the discretion of whomever of the
authors set up the spawning tanks that day. These variable parameters were the spawning location, the number and sex ratio of
fish, and tank additions (dividers, marbles, and aquarium plants). The divider was used to separate male and female fish before
dawn. Dividers were added at the time of spawning tank set up, before fish were added. Water could flow freely between the two
sides of the divided tanks below the level of the slotted tank liner. Ratios of fish were grouped into equal sex, male-dominant, and
female-dominant groups. Equal sex groups included groupings of two or four fish. Male-dominant groups included ratios of 2:1,
3:1, 3:2, 4:1, and 4:3 of males to females. Female-dominant groups included ratios of 1:2, 1:3, 1:5, and 2:3 of males to females.
Reproductive success as a function of age and of season were also measured. No other persons handled these fish for the
duration of these experiments.

These analyses pooled data from several home tanks ("colony" in figures) to assess the aggregate effects of the various
parameters. The collected data from a single home tank ("1 tank" in figures) of nine fish (four females, five males; date of birth 3-
28-17) from August 2017 to March 2019 was used to assess how these manipulations affect the breeding behavior of the same
fish over time. These results were compared to the colony data in some of the analyses as indicated in each section or figure.
Because the variables tested occur together and may influence reproductive success in complex ways, individual factors and
compound effects were compared. First, each independent variable was collapsed into a binary (presence or absence; group or
pair; room or incubator) or three to four variate analyses (age bin, season, group bin) to assess the contribution of each variable
on a broad scale. Following the binary analysis, interactions among variables were assessed by grouping between two attributes at
a time, such as marbles and room, to generate assessments between four groups: marbles + room; marbles + incubator; no
marbles + room; no marbles + incubator.

<table>
<thead>
<tr>
<th>MONDAY</th>
<th>TUESDAY</th>
<th>WEDNESDAY</th>
<th>THURSDAY</th>
<th>FRIDAY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set up groups</td>
<td>Collect 1-3 eggs</td>
<td>Collect 4-6 eggs</td>
<td>Collect 7-9 eggs</td>
<td></td>
</tr>
<tr>
<td>1-3 (1M:3F)</td>
<td>Set up groups</td>
<td>Set up groups</td>
<td>Set up groups</td>
<td></td>
</tr>
<tr>
<td>No Substrate</td>
<td>4:6 (2M:2F)</td>
<td>7:9 (3M:1F)</td>
<td>(3M:2F)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Marbles</td>
<td>Plants</td>
<td>Marbles + Plants</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set up groups</td>
<td>Collect 4-6 eggs</td>
<td>Collect 7-9 eggs</td>
<td>Collect 1-3 eggs</td>
<td></td>
</tr>
<tr>
<td>4-6 (2M:2F)</td>
<td>Set up groups</td>
<td>Set up groups</td>
<td>Set up groups</td>
<td></td>
</tr>
<tr>
<td>No Substrate</td>
<td>7:9 (3M:1F)</td>
<td>1:3 (1M:3F)</td>
<td>4-6 (2M:2F)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Marbles</td>
<td>Plants</td>
<td>Marbles + Plants</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set up groups</td>
<td>Collect 7-9 eggs</td>
<td>Collect 1-3 eggs</td>
<td>Collect 4-6 eggs</td>
<td></td>
</tr>
<tr>
<td>7-9 (3M:1F)</td>
<td>Set up groups</td>
<td>Set up groups</td>
<td>Set up groups</td>
<td></td>
</tr>
<tr>
<td>No Substrate</td>
<td>1-3 (1M:3F)</td>
<td>4-6 (2M:2F)</td>
<td>7-9 (3M:1F)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Marbles</td>
<td>Plants</td>
<td>Marbles + Plants</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Figure 1](https://example.com/image.png)

**Figure 1.** Seasonal spawning rotations. Groups of four sexually mature, laboratory-raised fish from mixed parentage were set up in triplicate (three sex ratios, nine total tanks) with three sex ratios: one male (M) and three females (F) (1M:3F, 2M:2F, or 3M:1F) in a rotating cycle. Spawning substrate was consistent to the day of the week. This three-week setup was repeated three consecutive times for a total of twelve breeding events per tank.

Controlled spawning environments
Groups of four sexually mature (three to six months old), in-house raised fish from mixed parentage and a minimum of two
generations removed from externally-sourced founder fish were set up in triplicate (three sex ratios, nine total tanks) with
different sex ratios (3M:1F, 2M:2F, or 1M:3F). These groups were set up to spawn on a rotating schedule for three months
(spanning a season) according to the following rotation: all three tanks from a sex ratio group were set up to spawn rotating
through four consecutive days each week (Figure 1). Thus, one sex ratio group would spawn on days one and four. The substrate
was kept the same each week such that the spawning tanks set up on day one had no substrate, day two had marbles, day three
had plants, and day four tanks had both marbles and plants. Thus, each sex ratio grouping spawned in each substrate condition three times and on each day of the week three times for a total of twelve spawning events during the experiment. This setup was repeated each season with a new batch of fish so that the fish were the same age at the start of each season. Seasons were defined as follows: January 1–March 31 as winter, April 1–June 30 as spring, July 1–September 31 as summer, and October 1–December 31 as fall. These trials were all conducted in the standard fish housing room with no dividers.

Reproductive success
Reproductive success was assessed in two ways: clutch success and the number of eggs per female. Clutch success was defined as the presence of at least one egg in the spawning tank at the time of collection (roughly two hours after dawn) and was scored as either zero (no eggs) or one (eggs), thus generating a probability of egg generation. Egg viability was not assessed. Tanks with multiple females were scored as a single clutch for determining clutch probability as a function of the number of animals in the group. The number of eggs per female is the total number of eggs in the spawning tank divided by the number of females in that tank. This value was counted as multiple, equal sized clutches to assess the average number of eggs per female.

Statistical analyses
Values are expressed as means (M) ± the standard error of the mean (SEM). Unpaired two-tailed t-tests were used to compare means between two groups. Comparisons between observed and expected means were compared using two-tailed one-sample t-tests. Analyses between three or more groups were made using one-way ANOVA with post-hoc Tukey’s multiple comparisons test. Multivariate analyses with two-way ANOVA followed by Tukey’s multiple comparisons tests were used to test variable interactions. P < 0.05 were considered significant. GraphPad Prism 8 software (San Diego, CA) and Microsoft Excel were used for analyses and graphs.

RESULTS
Age
To test the suggestion that young and aged fish reproduce less successfully than mature adults, the retrospective data was binned into one of three age categories: young (2–6 mo) versus adult fish (7–10 mo) and was reduced in aged fish (11+ mo). The single tank (checkered bars) shows the behavior of the same fish across all ages examined versus the colony. Adult fish produced the largest clutches in the colony and aging adults produced even larger clutches in the single tank. Values depict mean ± SEM. N = number of spawning events, indicated under each bar. Statistical significance tested by one-way ANOVA with Tukey’s multiple comparisons test. * p < 0.05, ** p < 0.01, **** p < 0.0001.

Figure 2. Zebrafish function as an annual species. Spawning success and clutch size declined after 10 months (mo) of age in most of the colony. A. Clutch success was similar in young (2–6 mo) versus adult fish (7–10 mo) and was reduced in aged fish (11+ mo). The single tank (checkered bars) shows the behavior of the same fish across all ages examined versus the colony. B. Adult fish produced the largest clutches in the colony and aging adults produced even larger clutches in the single tank. Values depict mean ± SEM. N = number of spawning events, indicated under each bar. Statistical significance tested by one-way ANOVA with Tukey’s multiple comparisons test. * p < 0.05, ** p < 0.01, **** p < 0.0001.
Fish groupings

Clutch probability and size were compared between male-female pairs, female-dominant groups, male-dominant groups, and equal sex groups (Figure 3A). Clutch probability was significantly greater for groups (group M = 0.60 ± 0.05) versus pairs (M = 0.35 ± 0.03; p < 0.0001; Figure 3B). Significant differences in clutch success emerged between male-dominant, equal sex breeding (equal sex groups and pairs combined), and female-dominant groupings [F (2, 269) = 7.366, p = 0.0008]. Male-dominant groups had significantly greater clutch probability (M = 0.66 ± 0.07) than equal sex groups (M = 0.37 ± 0.03; p = 0.0006; Figure 3C). The number of eggs per clutch was comparable between groups and pairs (group M = 149.8 ± 16.57 versus pairs 131.4 ± 14.45, p > 0.05) when controlled for the number of females present (Figure 3D). Clutch sizes by sex ratio followed a similar pattern as clutch success, with the largest clutches occurring in male-dominant groupings [F (2, 135) = 3.512; p = 0.0326] (Figure 3D). Data from the single tank revealed contradictory results. Pairs and groups produced clutches with equal clutch success (Figure 3B) while females produced more eggs in a group setting (group M = 319.4 ± 54.33 versus pairs 150.1 ± 22.68, p = 0.0033; Figure 3D). For the colony as a whole, groups of fish with males outnumbering females had the highest reproductive success by both measures of success.

The effect of sex ratios was tested with groups of four (Figure 3A). Clutch success was highest in equal sex groupings (Figure 3C; M = 0.52 ± 0.03) [F (2, 584) = 5.819; p = 0.0295]. Females produced the largest clutches when outnumbered by males (Figure 3E; M = 118.2 ± 13.65) [F (2, 485) = 26.23; p < 0.0001].

**Figure 3.** Male-dominant groupings enhance reproductive success. A. Pairs, equal sex (M = F), male-dominant (M > F), and female-dominant groupings (M < F) were compared from all fish (colony), a single tank (checkered bars), and age-matched groups (striped bars). B. Groups of fish had higher clutch success than pairs. C. Equal sex groups had highest clutch success in age-matched fish, but not in the colony as a whole. D. For most of the colony, females lay equal numbers of eggs in pair or group settings. However, the fish in this sample tank produced more eggs in group settings. E. Females produced larger clutches when outnumbered by males in the colony and in age-matched tanks. Values depict mean ± SEM. N = number of spawning events, indicated under each bar. Statistical significance tested by unpaired t-tests (B/D) or one-way ANOVA with Tukey’s multiple comparisons test (C/E). * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001.

**Tank additions**

Dividers separated the sexes overnight, a single plastic plant was used to provide shelter and hiding places, and marbles were...
meant to mimic spawning substrates like rocks (Figure 4A). From the retrospective analysis, the use of dividers did not affect clutch probability or size (Figure 4B). Clutch size and egg probability were compared between tanks with no substrate, or any substrate (a plant, marbles, or both plant and marbles). The clutch probability and size were not significantly different. When comparing each habitat substitute separately, clutch probability and size between these groups were not statistically significant (Figures 4C and 4D). However, the presence of both marbles and plants significantly increased clutch success ($F (3, 305) = 3.701; p = 0.0121$).

In age-matched groups, clutch probability was comparable between substrate conditions [$F (3, 865) = 1.173; p = 0.3188$, not significantly different, Figure 4C], while the clutch size differed between conditions [$F (3, 479) = 5.674, p = 0.0008$]. Fish spawned with both marbles and plants produced the largest clutches (Figure 4D; $M = 87.06 ± 7.879$) and without any substrate produced the smallest clutches ($M = 58.05 ± 7.879$). The use of any type of substrate, versus none, was associated with significantly larger clutches ($p = 0.0007$ Figure 4D).

![Figure 4](image)

**Figure 4.** A habitat substitute increases reproductive success. A. Tank additions include clear dividers, plants, and marbles. B. The use of dividers had no effect on clutch probability or size. C. Presence versus absence of any substrate (plants, marbles, or both) did not significantly affect the probability of clutch success. Marbles + plants offered additional benefit to increase clutch success in the colony but not the age-controlled experimental groups (striped bars). D. Type of substrate had no significant impact on the number of eggs per female in the colony at large, while age-matched fish produced slightly larger clutches with marbles and/or plants. Values depict mean ± SEM. N = number of spawning events, indicated under each bar. Statistical significance tested by unpaired t-tests (B) or one-way ANOVA with Tukey’s multiple comparisons test (C/D). * $p < 0.05$, ** $p < 0.01$, *** $p < 0.001$.

Spawning room parameters

Spawning tanks were placed on a shelf in either the standard housing room or the fry incubator (Figure 5A). Egg probability and clutch sizes between groups spawned in the incubator and housing room were not statistically significant, though there was a trend toward larger clutches in the housing room ($p = 0.06$; Figure 5B). While each tank substrate (plants, marbles) independently did not affect spawning success, nor did the spawning location, the room and tank additions mattered depending on the combination of these factors. Fish were more likely to lay eggs in the housing room if plants were present ($M = 0.48 ± 0.05$) and more likely to spawn in the incubator if plants were absent ($M = 0.46 ± 0.07$) [$F (1, 276) = 5.49; p = 0.0198$] (Figure 5C).
Clutches were of comparable size in these conditions. Reproductive success in the presence of marbles did not show this pattern.

Figure 5. The spawning location does not affect reproductive success. A. The standard housing room and fry incubator have different temperature and lighting conditions. B. Fish spawned in the room and incubator had equal spawning success and clutch sizes. C. Plants best predicted spawning success in the standard housing room. Values depict mean ± SEM. N = number of spawning events, indicated under each bar. Statistical significance tested by unpaired t-tests (B) and two-way ANOVA with Tukey's multiple comparisons tests (C). * p < 0.05.

Seasonal effect
From the retrospective analysis, there was a significant effect of season on breeding success of laboratory-raised zebrafish [F (3, 289) = 6.297; p = 0.0004]. Spawning in the winter (Jan–Mar) or spring (Apr–Jun) was associated with higher clutch probability (winter M = 0.49 ± 0.05; spring M = 0.65 ± 0.08) and summer (Jul–Sep) spawning had the lowest clutch success (M = 0.31 ± 0.05) (Figure 6A). Differences in clutch size followed the same pattern [F (3, 138) = 4.035; p = 0.0087] (Figure 6B), with largest clutches in the spring (M = 186.9 ± 31.62). Analysis of the single tank of fish over the course of one year followed similar trends as the larger colony. This particular tank produced significantly more eggs in the spring [F (3, 33) = 2.987; p = 0.0451], despite being older than ten months at the time. Compared to the clutch probability of fish in this age group, these fish had significantly higher clutch success (p = 0.04). Reproductive success was highest when fish were spawned in the spring and poorest in the summer. When controlled for age reproductive success was poorest by both measures in the fall, with fewer (M = 0.11 ± 0.03 [F (3, 576) = 33.52; p < 0.0001, Figure 6A] and smaller clutches (M = 49.72 ± 4.723) [F (3, 484) = 8.523; p < 0.0001, Figure 6B].

DISCUSSION
Zebrafish gained popularity as an experimental model in part because they breed well in captivity. Even so, zebrafish reproduction is incredibly variable between individual fish, genetic lines and strains, and institutions. Spawning success in zebrafish requires knowledge and some intuition that many fish facility staff or researchers do not have. Because of this, the techniques used at different institutions have created confusion regarding best spawning practices. This set of experiments retrospectively analyzed and subsequently tested published and anecdotal best practices for laboratory-housed zebrafish spawning success through correlative analysis over two years and subsequent manipulations. These results should guide zebrafish users to maximize spawning success. The probability of clutch success (presence or absence of eggs) and the number of eggs per female were compared with the following tracked or manipulated variables: age, sex ratios, groupings, habitat substitutes, dividers, light intensity, temperature fluctuations, and seasons. While some of these results support published recommendations, there are several instances that are in direct contrast to such recommendations.

Previous publications reported that adults between the ages of 7–12 months lay the most eggs. Consistent with previous published reports, the probability of clutch success and the size of individual clutches were highest among fish aged seven to ten months, though with an exception: consistent breeders continue to produce frequent, large clutches well beyond ten months. The current study found the most frequent and largest clutches were produced by eight-month-old fish. This coincides with the suggestion that while zebrafish can live and reproduce well beyond one year, in reality they function as an annual species. While the benefits of spawning 7–10 month-old fish is clear, it is encouraging that fish as old as 25 months are capable of spawning
successfully because this expands the timeframe that fish may be useful, particularly among transgenic fish that may otherwise be precious and maintained in a colony longer than would their wild-type counterparts. Furthermore, highly fecund fish that are spawned regularly continued to produce large clutches beyond ten months of age, suggesting that consistent breeders, which are known to have greater reproductive success need not be retired until fertility declines. One limitation to the interpretation of the current data, particularly with respect to aging, is that the present analysis did not track viability of eggs or survival of larvae. As such, egg quality may indeed vary with the age of the parents as some have previously suggested, at least in young parents.

Figure 6. Laboratory-housed zebrafish exhibit seasonal spawning patterns. A. Zebrafish clutch success was highest in the spring (April–June, yellow) and lowest in the summer (July–September, green) for both the colony and a single tank (checkered bars). The age-matched controls (striped bars) had higher clutch success in winter (January–March, blue). B. Clutch size followed the same pattern, with the largest clutches in spring. A single tank of fish bred over an entire year followed the same trends. These patterns did not match predicted reproductive success based on the age of the single tank (dotted line, * on bar). The age-matched fish produced smaller clutches overall, but with the largest in summer. Values depict mean ± SEM. N = number of spawning events, indicated under each bar. Statistical significance tested by one-way ANOVA with Tukey’s multiple comparisons test. * p < 0.05, ** p < 0.01, **** p < 0.0001.

While the age-related decline in fertility is clear, it is expected that the apparent sharp decline in fertility after ten months is in reality more gradual, as the current dataset did not have spawning data for every month of age after ten months, but rather binned
by ages into young, adult, and aged fish. Fish as young as two months old successfully reproduced. Because the age at which zebrafish reach sexual maturity spans a range of months\textsuperscript{7,14} size is a better indicator of sexual maturity. Precise assessment of the contribution of size to spawning success can be stressful for the fish because it requires significant handling\textsuperscript{33} and is likely unnecessary for routine spawning. Because size has been previously linked to reproductive success,\textsuperscript{8,10,32} the current report assessed raw age independent of size. These data support spawning fish once males and females can be visually distinguished, regardless of the exact age.

Laboratory-raised fish are often spawned in groups.\textsuperscript{7,14,18} Previous data suggested highest egg success would be achieved with female-dominant groupings (more females than males).\textsuperscript{7,12,18} The present data suggests rather the opposite - females were more likely to lay eggs when outnumbered by males or when not competing with another female. Some groups have reported male-dominant large groups generate more eggs because it ensures all females have access to a mate,\textsuperscript{20} which the present data supports. Spawning fish in groups, as is common in laboratory settings, led to higher clutch probability, but not larger clutches than pair-spawning. This suggests two possibilities: females may lay fewer eggs in a group setting, or not all females are laying eggs in these groups. Without directly assessing parentage, the latter scenario is likely, given that our data indicate that the clutch size is consistent between all groups of four fish, regardless of sex ratio. The previous reports that females prefer to spawn with a favorite male\textsuperscript{32} and that wild fish spawn in pairs\textsuperscript{32} suggests the primary benefit of group spawning is an increased likelihood of matching a preferred spawning pair together. Therefore, spawning fish in groups from the same home tank best ensures reproductive success by allowing females to choose their preferred mate, which could also be one reason why clutch success was greater in male-dominant groups – the single female was more likely to be paired with her preferred mate without any same sex competitors. Recommended spawning practice is therefore to set up groups of two males and one female.

The greater success of male-dominant groups also suggests that the presence of multiple females may actually decrease egg production, possibly due to intrasex conflict. This finding is in direct contrast to published recommended spawning practices promoting female-dominant groups\textsuperscript{7,14,18} that perhaps did not take female choice preference and female-female competition into account. Males and females both initiate intrasex aggression,\textsuperscript{33,34} exhibiting such behaviors as chasing, circling, and biting. Because chasing and circling are exhibited during mating displays between males and females,\textsuperscript{15,36} the present study did not specifically assess these behaviors. Quantifying intrasex competition in spawning tanks may correlate with reproductive success in group spawning. While group spawning was associated with greater clutch probability, it is important to note that pairs laid similar sized clutches as group breeders because laboratory experiments often require controlling for the parental genotype, often necessitating pair breeding. The current results suggest that successful pairs lay equally large clutches as group breeders. Pairs that fail to breed may benefit most from simply trading for a different mate.

Many researchers spawn with clear plastic dividers to segregate males and females overnight in an effort to increase spawning success.\textsuperscript{5,19,20} Dividers separate males and females while allowing them to detect pheromones and visual cues (Figure 4A). When spawning pairs of zebrafish, some researchers recommended segregating the fish using clear plastic dividers to allow fish to observe visual and olfactory cues prior to mating.\textsuperscript{21,22} The practice of using dividers in the spawning tank is purported to increase reproductive success\textsuperscript{4} and to allow more controlled timing of egg laying.\textsuperscript{19,20} The present study found no significant differences in clutch probability or size with the use of dividers. Segregating the sexes within the spawning tank is time-consuming and the current findings are important not only because it suggests segregating fish before dawn offers no benefit in the frequency of spawning events or number of eggs, but also because the use of dividers did not hinder reproductive success. Therefore, the use of dividers that are removed when eggs are desired can allow more controlled timing of breeding without significantly impacting egg production.

Perhaps one of the most varied parameters in zebrafish spawning between institutions and users is the use of habitat substitutes in the spawning tank.\textsuperscript{7,12,27,37} The present results suggest that fish are more likely to spawn in the presence of some sort of habitat substitute, and the use of both plants and marbles maximized clutch size.

At times it is necessary to change the spawning environment. Fish may be transferred to different breeding rooms after quarantine, or may be transferred to a housing system on a shifted light cycle to generate eggs at a different time of day. This experiment used two spawning rooms to estimate the impact these types of scenarios may have on reproductive success. The fry incubator has a higher, more stable temperature, higher daytime luminescence, and fewer sources of potential light pollution than does the standard housing room. The housing room has more potential sources of light pollution (door gaps, monitoring system LEDs) that may negatively affect reproductive success.\textsuperscript{25} There were no significant differences in clutch probability or size between these two rooms, suggesting that fish have a wide range of tolerance for temperature fluctuations and light intensity, and these factors do not significantly influence spawning success. These results are limited in that it is not possible from the current dataset to distinguish the contributions of each of these variables individually. Air (and therefore tank water) temperature fluctuations during the day or across seasons, as well as light levels, could potentially affect reproductive success independently.
However, the fact that the fish show wide ranges of tolerance for temperature fluctuation, light level, and basic room differences is encouraging because it means that zebrafish can be transferred to different housing rooms or light cycles as is experimentally relevant with minimal impact on reproductive success. The spawning location did affect fish behavior in that fish exhibited a preference for plants when spawning in the standard housing room. While the reason for this preference is unclear, the difference in illumination of the two locations may play a role. Fish behavior may be different in the spawning environments due to stress and differences in social interactions. In the incubator, where light is brighter and the water is warmer, fish may be more vigilant for predators and engage in fewer intraspecific conflicts, while in the housing room, fish are using the plants as hiding places to escape from aggressive mates or as territories to be guarded. Further experiments would be necessary to test these possibilities.

Anecdotally, zebrafish researchers often experience a spawning slump during the summer months and this was the impetus for the present study. Laboratory-housed fish are kept year-round on a 14:10 h light:dark cycle to mimic their natural spawning season to generate eggs year-round, and fed a standard diet, eliminating seasonal differences in prey that have been suggested as a source of seasonal spawning differences. Water quality and temperature are consistent year-round. In spite of these controls, there was a strong effect of season on laboratory-housed zebrafish spawning. Fish produced more frequent, larger clutches in spring. Importantly, this seasonality trend does not appear to be correlated with the ages of the fish. Using age-related spawning data from both previous data and results from this paper, the expected seasonal output of the single tank of fish was expected to be highest between fall and winter, when these fish were 6–11 months old. Instead, their reproductive output was highest in the spring when they were 12–14 months old (Figure 6). Because these lab-raised fish are kept on a consistent light cycle, water temperature, and nutrition source, the fish may be detecting some other factor of seasonality that is not being controlled in the laboratory environment. This raises the question, what are they detecting? One possibility is barometric pressure. Rapid drops in barometric pressure, as occur preceding precipitation events, changes the behavior of wild fish and sharks, which could affect reproductive behavior. Regardless of the underlying cause, this seasonal breeding component should be kept in consideration for experiments requiring frequent clutches. Experiments that require frequent clutches of eggs would be best suited for winter or spring months whenever possible, and setting up extra spawning tanks during the summer and fall may be necessary to generate sufficient eggs.

CONCLUSIONS

Studies researching zebrafish spawning practices in a laboratory setting are important because of the magnitude of zebrafish use in science. It is also important to study spawning in order to maximize spawning events and egg count for research in which zebrafish are used as a model. The optimal conditions were groups of three fish (two males and one female) aged seven to ten months spawned in the spring with both plants and marbles in the spawning tank. These data support the implementation of simple steps that reliably maximize reproductive success of laboratory zebrafish.
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PRESS SUMMARY
Zebrafish are common biological model organisms that are bred in laboratory settings. This study identified conditions that promote maximum clutch probability and size in laboratory zebrafish. These data support the implementation of simple steps that reliably maximize reproductive success of laboratory zebrafish while raising some interesting questions about how zebrafish exhibit seasonal behaviors in a climate-controlled environment.
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ABSTRACT
There are various color correction techniques that can be applied to digital photographs to account for environmental lighting variations. This manuscript contains a proposed method for such color correction. The method involves saturating an image by a specified percentage of its pixels via upper and lower percentage histogram manipulation using the image’s RGB histograms. Variations of this new technique, the white balance (WB) correction method, and a multivariable fit are used to test its performance against common color correction techniques. The findings demonstrate that the upper and lower percentage histogram manipulation method is not only more applicable to photos because it doesn’t require calibration regions to be sampled but it is also more consistent in its correction of photos when there are substantial gray scale features (e.g. a black and white grid or text). Our motivation for testing these techniques is to find the most robust color correction technique that is broadly applicable (not requiring a color checker chart) and is consistent across different lighting.
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INTRODUCTION
The RGB values for each pixel in a digital image range between 0 and 255 and combine to define each pixel’s color. Color correction is used in digital imaging to edit an image to achieve a desired effect or remove effects due to environmental factors, such as lighting. Variations in lighting can distort colors and change the RGB values interpreted and stored in by a camera for pixels in an image.

The importance of color correction extends to general photography, film-making, and photo analyses for scientific studies. In particular, the color correction techniques compared and discussed throughout this paper are of interest to be applied to the Scientific Image Analysis (SIA) application.¹ The SIA application is currently being used for biological studies of motion and has also been produced as a standalone tracking application called BatCount² which also relies on the color correction technique described in this manuscript to increase the contrast on images.

Previous work in color correction
Due to its applications in both the scientific and entertainment communities, several color correction techniques have been extensively developed and compared for their intended uses. Some of the alternative correction types consider or focus on one or two specific issues in image production due to limitations in photography, such issues include flares,
illumination settings, and weather.\textsuperscript{3-10} Although white balance is commonly used in the camera industry, several other methods have been proposed and advocated for in favor over white balance. Nonetheless, white balance is frequently used as the metric to compare proposed techniques against.\textsuperscript{4,6,8}

MATLAB was used to test our color correction technique. MATLAB contains a variety of functions for correction methods. One of the correction techniques used in MATLAB is \textit{imadjust}. This function, like the technique studied in this manuscript, adjusts the intensity of image input values so that a percentage of the data is saturated to low and high intensities.\textsuperscript{11} The default of the correction method with a grayscale image is 1%. One of the variations we make in the analysis described in this manuscript is to change this saturation percentage. When considering the various MATLAB contrast enhancement techniques in grayscale, \textit{imadjust} is also compared to the \textit{histeq} and \textit{adapthisteq} functions. The function \textit{histeq} adjusts the histogram values of the image so that the histogram of the resulting image approximates a specified histogram, with the default setting being a uniform distribution.\textsuperscript{11} This adjustment is referred to as “histogram equalization.” The other function, \textit{adapthisteq}, applies a similar technique to \textit{histeq} but by analyzing smaller regions across the image to compute and make appropriate adjustments.\textsuperscript{11} This approach is known as “contrast-limited adaptive histogram equalization” and is used to reduce the amount of noise that may otherwise be amplified through \textit{histeq}.

The variations in these styles is used to address specific image types and issues. The \textit{imadjust} method, in particular, is effective in having a clear effect on images whose histogram distributions are concentrated in the center of the histogram. Images that are more uniformly distributed already have RGB values closer to the ends of the intensity spectrum, reducing the effectiveness of \textit{imadjust} creating contrast in an image.\textsuperscript{11} Similarly, \textit{histeq} maintains difficulties with adjusting images with both concentrated and uniformly distributed histograms. While this method effectively reveals details hidden in an image, it often also oversaturates areas, especially those that are lighter in the original image.\textsuperscript{11} The adaptability of \textit{adapthisteq} makes it the most preferable method in most cases of an equally distributed histogram, as it computes for appropriate adjustments across the image while also allowing the user to limit the amount of contrast enhancement in the image.\textsuperscript{11} The latter of these characteristics is particularly helpful in reducing the over-saturation demonstrated by \textit{histeq}.

These techniques can also be applied to color images. In order to do this, colored (RGB) images are converted to a color space that has luminosity as one of its channels.\textsuperscript{11} In each of the methods, only the values in the luminosity layer are adjusted before the image is converted back to RGB space. This method allows the pixels colors to be maintained while their intensity is appropriately adjusted.

Methods of white balance used in MATLAB and ones similar to these methods have also formally been tested. One report compared various automatic white balance techniques: the gray world assumption, the perfect reflector algorithm, and a proposed Gaussian distribution technique.\textsuperscript{12} The gray world assumption concludes that if there is enough color in an image, then the average values of each R, G, and B tend to be the same. However, if the color in an image does not follow this specification in variety, this method often fails. In the perfect reflector algorithm, the brightest area in the image is considered to be standard white, so the average value of this area is used for cast correction. In this case, this method fails when the brightest point in the image cannot be concluded or the image lacks a white area. The proposed method is to superimpose multiple Gaussian distributions to represent the histogram for an image. This particular method is preferred for nature scenes, as opposed to object scenes. The results of this study demonstrate that this proposed method effectively removes color casts and brings the image closer to what the human eye perceives than the other tested methods because it is able to overcome the limitations described in the other methods.\textsuperscript{12}

In addition to the various approaches to white balance techniques, there are also multiple approaches that involve histogram manipulation. One technique focuses on an idea referred to as “histogram matching.”\textsuperscript{13} In this method, one image is adjusted previously using tools such as PhotoShop. This image is intended to act as a reference image so that it is the only image that needs to be corrected using these tools, which can often be time-consuming. Once this is done,
a mapping relation is developed between a source image and the reference image, which results in the images having a similar color characteristic. This is the point where the source image is said to be corrected. The final results showed that the visual effect of the source images were maintained while any color differences between these images and the reference image were effectively removed. However, the process of developing a reference image can be difficult without experience, which may make this method difficult for some users.

Another approach to histogram matching has involved the inclusion of a color matching card. These cards vary in design, but they contain a wide variety of shades and hues of colors. In one demonstration of this method, a color matching card with a hole is placed over a solid colored card. The card is detected in an output image, whose color is changed via histogram matching using a reference image which contains the same matching card and solid colored card. While comparing the solid colors, it was found that this technique effectively visually replicates the solid color between images, but some shadowing due to lighting in the environment is still present in some corrected images. While this approach does not require the labor of a previously corrected image, as this method allows for any color similarities between the images to be detected, it maintains the issue of requiring a color matching card in both images.

Another method of histogram manipulation stretches the actual cumulative distribution function (CDF) of an image to a target CDF. This method is demonstrated to work well with images taken in the dark because it takes the values skewed toward the lower end of the spectrum and stretches them towards higher intensity values, thus lighting the image. The difficulty with this method is determining what type of distribution to use for the target CDF. For the tested image, it was found that using a logistic target CDF worked better than a Cauchy or linear function. The upper values of the logistic function closer matched the original cdf, so it was mostly the lower intensity values that were corrected. This was the desired effect. However, since each of the other functions had their own benefits in the way they adjusted the image (particularly the Cauchy function), it was concluded that no one method fits all images. Thus, it should be up to the person correcting the image to determine which method works best for the particular image that is being processed.

Histogram manipulation, as mentioned previously, is also used in MATLAB functions. Some of the automatic techniques using histograms in MATLAB were tested against a Multi-scale Retinex with color restoration (MSRCR) method. One of such histogram manipulation techniques is RGB histogram equalization, which uses histogram equalization for each channel in the RGB space. The other method is the RGB to HSI (Hue-Saturation-Intensity model) method. This technique only uses histogram equalization for the H (hue) part, while leaving S (saturation) and I (intensity) unchanged. The aforementioned MSRCR approach uses three sub-images that determines the reflection ability of different waves, calculates the relationship between every two pixels (to determine their colors), and linearly maps from Retinex space to RGB space. This method is demonstrated to maintain the color of an image while strengthening the image’s details so that it is the most consistent method in replicating human vision, but it comes at the expense of time. In contrast, RGB histogram equalization takes less time and makes the images more colorful, but some details of the image are less clear. The RGB to HSI method remains between these two methods in both time and its ability to replicate human vision. Ultimately, the difference in run time experienced between the RGB histogram equalization and MSRCR methods was, on average, two seconds. However, this is something to consider with slower processing computers or images with a higher pixel count.

Some methods and comparisons emphasize and compare measured illuminates, rather than the colors in images. One suggestion notes that, under colored illumination, one color channel in an image will have a significantly different standard deviation than at least one other. Using this, the illuminate in an image can be estimated, which can be used to correct the image accordingly. This estimated illumination color can be compared against the ground truth illumination color by finding the root mean squared. While this technique succeeds in some images, the presence of noise and other illuminates negatively affect the accuracy of this method based on the assumptions made (such as that with the standard deviation) in this process.
Many of the aforementioned studies of color rely, at least partially, on visual comparisons of colors. However, this method of comparison can be subjective and inconsistent, often taking time to achieve less accuracy. As such, quantitative approaches have been explored to correct this issue. In addition to the methods formally mentioned, colors in images have been compared with methods such as the Euclidean color distance. While there are multiple approaches to using Euclidean color distance, this work will focus on using the RGB color space as the values for this comparison. This method has been proposed for use in medical fields, including the detection of jaundice in babies. In one instance, the bilirubin levels in babies were detected by comparing images of babies’ complexion to color calibration cards. The application of Euclidean approximate distance of RGB values in the digital image processing led to a 90% accuracy in detecting jaundice. 

Other research involving Euclidean distance and Bayesian methods has been rooted in cloud and sky detection. The application and results of Euclidean distance proved successful with a correlation of 97.9% for clouds and 98.4% for sky. The application of this method proved to not only be comparable to other cloud detection software, but it also contained additional attributes that stem from the assessment of color attributes in the clouds. This data collection and comparisons also extended to the classification of Rayleigh-scattering patterns.

Despite its uses, other research suggests that there are some limitations in the application of Euclidean color distance. One source notes that a large color distance in one of either the red, green, or blue values and a small distance in the others may skew interpretations of results. Such differences in the distances between values will lead the increase in the overall distance calculated using the Euclidean method to be less than the difference one can visually perceive. For example, if the distance between the blue values is 70 while the red and green distances are very small, then the calculated color distance will only be around 70. In some cases, if that distance is determined with an even spread across the red, green, and blue values, this distance may be acceptable. However, with this distance being solely concentrated in the blue region of the RGB color space, the visual difference may be more significant. This is an issue that one needs to consider when making image comparisons that may contain significant color differences.

Issues with accuracy have been demonstrated in some studies that use this method of color comparison. In one case where the color of beef to determine its quality was examined, this method proved to have a 60% success rate. While this is argued to be a potential improvement upon visual comparisons, this rate of accuracy is low with the consideration of the purposes of this study. This is particularly important when considering the fact that, like the beef, the images being compared are textured with color variation. As such, a combination of correction comparisons is used to account for the shortcomings of the techniques used in this study.

The work described in this manuscript follows its own quantitative comparisons with the use of standard deviation and Euclidean distance comparisons, both described in more detail in the following subsection and the Methodology section. Like the previous work, this research also compares multiple images and correction techniques, with an emphasis on the white balance technique, to provide a general understanding of how the proposed method performs overall and in relation to the commonly used technique. The proposed method also takes the importance of the histogram distribution in reducing color cast into consideration, as it relies on the stretching of histogram values to correct the image, which is later described in the Methodology.

Color comparisons in this paper

Using computer software, the exact RGB values present in a pixel of an image can be determined. For this reason, it is possible to quantitatively compare images to determine if they match using some of the aforementioned methods. One method by which one could do this is by taking a mean value coincidence of each RGB value of a particular color region in an image as well as the standard deviation of the RGB values of that area and compare that with the same color region in another image. If the colors of the two images match within an chosen number of standard deviations, then they may be considered a true positive. If they do not match and are not supposed to be the same color, then one
would consider that a true negative comparison. Any other result would either result in a false positive, where the colors match and should not, or a false negative, where the colors do not match but should.

The Euclidean distance provides another means of comparison and the idea is to calculate the distance between two different colors. The 3-dimensional Pythagorean theorem is used where the values R, G, and B in place of x, y, and z in the formula. For a source 1, \(e_1\), and a source 2, \(e_2\), this is demonstrated in Equation 1:

\[
d_{\text{Euc.}}(e_1, e_2) = \sqrt{(R_2 - R_1)^2 + (G_2 - G_1)^2 + (B_2 - B_1)^2}.
\]

Equation 1.

From there, one can determine if this distance falls within an acceptable range for comparisons. Then, the same true-false positive-negative labeling is used as described previously.

An effective way to determine the precision and accuracy of a color correction method is through the use of a color checker chart. A color checker chart is broken into four rows, each with its own variety of colors in a particular color type: grayscale, primary and secondary, miscellaneous, and natural colors. Each row has six colors, which all contain their own set of known RGB values, as demonstrated in Figure 1.

![Figure 1. Layout of the Color Checker Chart Used with Known RGB Values](image)

Not only does the chart provide several colors that can be cross-compared across images under multiple lightnings to determine the precision of a correction technique using the methods described previously, but it also presents the RGB values that should be present for each square in an image of the chart. Thus, color correction techniques can be checked for accuracy by comparing the corrected image values against the known chart values. This combination makes it possible to determine if a technique is correcting images both consistently and accurately, which would also make the pros and cons of different color correction techniques more visible and quantifiable for a better understanding of the effectiveness of each method.
METHODS AND PROCEDURES
Prior to testing each color correction method, a set of eighteen photos were taken to provide variety for comparisons. All of the photos contained the color checker chart, presented in Figure 2, but were taken with three different cameras under six different light bulbs. The three cameras consisted of an iPhone, an Android phone, and an iPad camera. The six lightings included: an overhead light, a Reveal LED bulb at 50 Watts, a Sylvania bulb at 60 Watts, a Zilotek bulb at 100 Watts, a Hungary soft white bulb at 70 Watts, and a Solar Spectra bulb.

Figure 2. Two Examples of Images Taken and Used for Comparisons. The left image was taken with an Android phone under the Hungary soft white bulb while the right image was taken with an iPhone under the Zilotek bulb. Such variations enabled each of the color corrections to be tested under multiple conditions.

To include a set of real-life photo comparisons, 500 more photos taken in 20 locations with a variety of lightings. Twenty of these photos were taken of a chart created to imitate the color checker chart in its color variety, but each square consisted of a photo of a real-life object. The other 480 photos consist of 20 photos of each individual square from the chart, placed in the scenery without any other squares. These photos were all taken with an iPhone under the natural lighting of the scenery. Examples of each of these are presented in Figure 3.

Figure 3. Examples of Photos Taken of the Textured Chart and the Individual Squares. The first photo (left) contains one of the 20 images taken of the textured real-life photos chart. On the right, one of the 20 photos for one of the 24 squares, a zoomed-in image of a fire hydrant, is also shown. These images were used to demonstrate how color correction techniques perform with textured photos containing a single (right) or combination (left) of textured objects.

An additional set of 500 photos also followed the same scheme, but with the addition of a black and white checkered chart or paper with text taking up 20-100% of the background. Half of the colored chart and square photos included the black and white checkered chart and half included the text. Like the previous set, these photos were taken with iPhone camera under the natural lighting of the scenery. Examples of these photos are illustrated in Figure 4.
Figure 4. Examples of Textured Photos taken with Black and White Backgrounds. The left image consists of a textured chart photo example taken with a checkered background, while the right one is an individual square photo with a textual background. Both photo sets consist of 50% photos taken with the checkered background and 50% taken with the textual background. In each photo, the percentages of the frame that these black and white backgrounds take up vary.

White balance

The first correction method to be compared is the white balance correction. To achieve the best possible results for this method, a manual white balance method that involved choosing a grayscale was used. For this white balance method, the user is required to select a grayscale portion of the image. This allows the white balance to be automated with fiducial markers, which the code is written to recognize and use to achieve the most accurate results with this correction method.

Using the `drawrectangle` function, an area of the photo can be selected to have the coordinates of that area saved. Then, using the `imcrop` function and these saved coordinates, the image can be cropped down to this selected area. While using the white balance method, an area of the image is selected and set as the grayscale. Since there are six colors in the grayscale of the color checker, each square is individually selected. Each time the user selects an area, the RGB values for each pixel of the image are saved to be appropriately used.

The average RGB value for each square is found. Then, the average for each red, green, and blue value is found between the six squares. The image is then corrected via white balance using the `chromadapt` function, which takes the average RGB values and the original image as inputs before outputting the white balance image. This image is then displayed.

Since the photos of the individual squares in the first set of 500 photos do not include a grayscale for selection, an automatic white balance function, `lin2rgb`, is used to correct the image instead. The second set of 500 photos allowed for the selection of a grayscale from the text or checkered chart backgrounds. However, this scale could be selected in one area instead of multiple steps. For this reason, the user only selects an area to gather the RGB values from once before using the `chromeadapt` function. In the case of the chart background, four consecutive squares (two white and two black) were selected at once. For the textual background, a single word was selected.

Multi-variable fit method

In order to determine the standard deviation and Euclidean distance that would be used for comparisons in a 3-dimensional distribution, a “best case scenario” color correction technique is necessary for comparison. This correction technique involves a third order multi-variable fit function, which follows the format demonstrated in Equation 2:

\[
R_e = r_0 + r_1R_e + r_2B_e + r_3G_e + r_4R_e^2 + r_5B_e^2 + r_6G_e^2 + r_7R_eG_e + r_8R_eB_e + r_9G_eB_e + r_{10}R_e^2G_e + r_{11}R_e^2B_e + r_{12}G_e^2R_e + r_{13}G_e^2B_e + r_{14}B_e^2R_e + r_{15}B_e^2G_e + r_{16}R_e^2G_e + r_{17}G_e^3 + r_{18}B_e^3 + r_{19}R_eG_eB_e. \tag{2} \]
This is just one of the equations generated for the RGB values for a pixel, specifically the red value. Here, any variable with the subscript \( e \) is an RGB value collected from the original image for a particular pixel, as described later in this methodology. Each \( r \) represents a coefficient in the expression that is calculated using the multi-variable fit function, also described later in this methodology. While these coefficients remain the same for calculating all red values in a single image, they will vary between each red, green, and blue equations. The value calculated out of this particular expression is the “corrected” red value for a single pixel, which is then used to correct that pixel in the image. Apart from the varying coefficient values, the general format of this equation remains the same for each red, green, and blue calculation.

The accuracy of this method was verified through multivariable goodness of fit plots. This was done for each the red, green, and blue corrections by comparing their adjusted values against the true color values for each square in the color checker chart. An example of these plots for the red values of the color checker squares in an image is provided in Figure 5.

![Figure 5. Goodness of Fit Plot for Adjusted Red Values.](image.png)

This figure demonstrates the goodness of fit of the average corrected red values for the pixels of each square in the color checker chart. This information is plotted against the true chart red values, illustrating the close fit of the corrected values to the actual values. Similar plots were developed for both the green and blue values in this and other corrected images.

In order to create this function, both the photographic and actual RGB values for each color checker square need to be known. The actual values are provided by literature, which is demonstrated back in Figure 1. The RGB values for each square in the photo, in contrast, needed to be collected from cropping and saving the RGB values for each square. An example of a cropped square and the chart that it belongs to, for comparison, was demonstrated in Figure 3.

This data is then used in an outside function, `MultiPolyRegress`. Here, the polynomial fit for the red values is found by taking the first column of the experimental values array, the true red values, and and telling the function to make a third order polynomial fit. This is then repeated for both the green and blue polynomial fits with their respective experimentally recorded RGB values.

These polynomial fit functions are then used to correct the RGB values for each pixel. From there, the values for respective pixels are assigned to their appropriate location to make up a new, corrected image. This is then displayed for visual and data-based comparisons, which RGB values are collected for. This function could not be used for either of the sets of 500 photos because none of the true RGB values in those photos were known.
Upper and lower percentage histogram manipulation

Our chosen color correction technique is a upper and lower percentage histogram manipulation method. We will test this technique against the white balance methods.

This method focuses on saturating each the red, green, and blue value histograms by a given percentage. In order to do so, the method finds the first occurrences of pixel intensities in the histogram and continues to adjust those pixel intensities to a value of zero until the desired percentage of pixels in the image are corrected to this point. The same is done starting from the other side of the histogram (with the maximum values), but these values are corrected to the maximum intensity value of 255. This is done for each the red, green, and blue value histograms. The remaining histogram values are then used to fill in the intensity values between these extremities. This new distribution is then used to correct and update the image. Examples of the original and adjusted histograms is provided in Figure 6. Again, once the image is corrected, the RGB values of each square are saved for quantitative comparisons.

Figure 6. Histograms of RGB Values for Various Saturated Images. These RGB histograms are collected from the original (left), 1% saturated (middle), and 2% saturated (right) image of the color correction chart, provided in Fig. 2 (left). Note how increasing the saturation pulls more pixel values to the extremities of the individual RGB histograms while the remaining pixel values fill in the space in-between.

Comparing images

A visual comparison of an image of the color checker chart taken with an Android phone under the Hungary soft white bulb after using the various color corrections is provided in Figure 7.

In order to accurately and quantitatively compare these images, the RGB values from each of them needed to be recorded for comparison. This was done by “sampling” each square in an image. This code follows the same format as the cropping code that was used for the multivariable fit.
Figure 7. Corrections of an Image from Fig. 2 (left) Using Various Correction Techniques. This figure consists of the original (top left), multi-variable fit (top middle), manual white balance (top right), automatic white balance (bottom left), and 1% saturation (bottom right) methods. Note that, due to its use of the actual chart RGB values, the multi-variable fit image is the most accurate and can, therefore, be used when visually comparing the images for accuracy.

Once the RGB values for each correction method and the original images are collected, the comparisons of the values can begin. A separate code is written for the cross-comparisons. The average values are sorted by correction type and into RGB components so they can be appropriately compared. This is also done for the standard deviation values, $\sigma$, which act as one of the primary metrics for comparison. The equation for $\sigma$ is provided in Equation 3:

$$\sigma = \sqrt{\frac{\sum (x_i - \mu)^2}{N}}.$$

Equation 3.

The standard deviation for red, green, and blue is automatically calculated by MATLAB. Here, $x_i$ is one of the RGB values corresponding to a singular pixel in the image. If the standard deviation is for red, then the red value for this pixel will be used. The same can be said for the green and blue standard deviations. The variable $\mu$ is the average RGB value, again correlating to the color that the standard deviation is being calculated for. This difference is calculated, squared, and summed with other squared differences for all of the pixels in the selected image area. This sum is divided by $N$, which corresponds to the number of pixels in the cropped image, or sampled square. The square root of this quotient provides the standard deviation, $\sigma$, as seen in Equation 3.

All other squares from images with the same color correction are compared against one another. If the RGB values of one square fall into the range of maximum and minimum RGB values for another set by the standard deviations (with red being compared against red, green against green, and blue against blue), then the squares are considered a match. If one or more of the RGB values of the first do not fall into the respective ranges of the second, then the squares do not match. The next step is to then check if the colors should match. This is done by comparing the assigned specific color that is saved for the square that the data is taken from. If they are the same, then the colors should match and this indicates a false negative. If not, then the colors should not match and are a true negative. If the RGB values of the first square fall into the range for the second, then a matching specific color comparison would come out to be a true positive. If the values match but the specific color does not, then the result is a false positive.

This process is repeated until all squares within a correction type have been compared with one another. Again, this overall cycle of comparisons is completed for within each correction type. At the end, the percentage of true positive is cal-
culated for each type by dividing the true positive count by the sum of the true positive and false negative counts. The percentage of true negative is then calculated by dividing the true negative count by the sum of the true negative and false positive. Overall, all of these comparisons and data saving were repeated for various standard deviations, or sigma.

The true value comparisons, calculated separately, follows a similar format as the cross comparisons. The data is imported and saved into arrays in the same manner as in the cross-comparison code. The code is also ran for the same range of sigma. However, instead of comparing data from squares against other squares with the same color correction type, each square is only compared with the actual RGB chart values. In addition, the true value comparisons could not be used for either set of 500 photos since their true values are unknown.

Another code follows the same format as the standard deviation comparison code but is written for the Euclidean color difference comparison described earlier in the Methods and Procedures section. Instead of seeing if one data set for an image square falls within a specific number of standard deviations of another, the code calculates the Euclidean difference of the squares’ colors using Equation 1. After checking if the calculated difference falls within a prescribed maximum difference, the remaining code follows that of the standard deviation comparisons, determining if the results of the squares should and do match to calculate the true/false positive/negative rates. This is also initially tested for multiple Euclidean distance values.

RESULTS

To determine the number of standard deviations (σ) that will be used for the comparisons of each set of photos, the results at various sigma from the gold standard, or multi-variable fit, method must first be considered. Since the gold standard data represents the “best case scenario,” the opposite end of the spectrum, the original photo data, must also be considered when choosing an appropriate number of σ. This data helps gauge at what point too many standard deviations are being used because this would result in unreasonably high percentages for the original photos, particularly in the true positive percentages. A summary of the cross-comparisons of original photos and photos corrected using the multi-variable fit at various sigma is provided in Table 1.

Table 1. Standard Deviation True Positive and True Negative Results for the Original Photos and the Gold Standard Multivariable Color Correction of the Pure Color Chart

<table>
<thead>
<tr>
<th>σ</th>
<th>Original Images</th>
<th>Gold Standard</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True Positive</td>
<td>True Negative</td>
<td>True Positive</td>
<td>True Negative</td>
</tr>
<tr>
<td></td>
<td>Cross</td>
<td>True Value</td>
<td>Cross</td>
<td>True Value</td>
</tr>
<tr>
<td>2</td>
<td>2.69</td>
<td>0.35</td>
<td>99.98</td>
<td>91.61</td>
</tr>
<tr>
<td>3</td>
<td>6.41</td>
<td>3.82</td>
<td>99.93</td>
<td>91.58</td>
</tr>
<tr>
<td>4</td>
<td>11.01</td>
<td>6.94</td>
<td>99.84</td>
<td>91.47</td>
</tr>
<tr>
<td>5</td>
<td>16.32</td>
<td>14.24</td>
<td>99.67</td>
<td>91.35</td>
</tr>
<tr>
<td>6</td>
<td>22.76</td>
<td>20.14</td>
<td>99.45</td>
<td>91.06</td>
</tr>
<tr>
<td>7</td>
<td>29.26</td>
<td>26.04</td>
<td>99.12</td>
<td>90.79</td>
</tr>
<tr>
<td>8</td>
<td>35.73</td>
<td>33.33</td>
<td>98.67</td>
<td>90.41</td>
</tr>
</tbody>
</table>

Considering the results found for the gold standard color correction in Table 1, it would appear that around 4σ-5σ is necessary to achieve the 95% accuracy desired, which equates to the accuracy of 2σ in a 1-dimensional normal distribution. This also follows with the results for the original photos in Table 1, where these numbers of σ correlate to data prior to when the original data results begins to rapidly improve. However, assuming that the RGB values are all independent, one could also argue that 3σ, alone, should encompass 99.7% \(=\! 99.1\% \text{ of the data. Therefore, going beyond this number of standard deviations would be unreasonable, even if there is a small dependence on one another between the RGB values. This also agrees with the overall trend of both data sets, as the average of the true positive and true negative cross-
comparison results for the gold standard at $3\sigma$ remains around 95% while the gold standard’s true color average is about 92.5%. This is also reasonable for the original data set because this number of $\sigma$ still falls before the major improvements in results. Thus, three was chosen for the number of standard deviations to be used in comparisons of any following data.

While using standard deviation comparisons is a valid method to compare data, an issue arises when using this method alone for the textured photos. The data provided in Table 1 result from pure color chart photos, which do not have large standard deviations. However, the added texture in the real-life photos, as demonstrated in Figure 3, naturally increases the standard deviation of the RGB values within a photo due to variations in color across each square. With this in mind, the Euclidean color distance comparison, described in the Methods and Procedures section, was also used as a comparison metric using the average RGB values collected for each photo and correction type. Table 2 provides the results of the Euclidean distance comparison for the original photos and gold standard method.

<table>
<thead>
<tr>
<th>$d_{Euc.}$</th>
<th>Original Images</th>
<th>Gold Standard</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True Positive Cross</td>
<td>True Negative Cross</td>
</tr>
<tr>
<td>20</td>
<td>17.35</td>
<td>12.73</td>
</tr>
<tr>
<td>40</td>
<td>48.39</td>
<td>52.08</td>
</tr>
<tr>
<td>50</td>
<td>59.42</td>
<td>67.36</td>
</tr>
<tr>
<td>60</td>
<td>68.66</td>
<td>78.01</td>
</tr>
<tr>
<td>70</td>
<td>76.44</td>
<td>86.57</td>
</tr>
<tr>
<td>80</td>
<td>83.17</td>
<td>90.74</td>
</tr>
</tbody>
</table>

As seen in Table 2, the gold standard method has the highest average true positive and true negative rate for both the cross-comparisons and true color comparisons when the Euclidean color distance is 30. This color distance is also the point where the original photos true positive rates are consistent between the cross-comparison and true color comparison results. The same can be said about the true negative results across both comparison types. For this reason, a Euclidean color distance of 30 was initially considered for the following corrected photo comparisons.

To get a sense of how each method would perform with real-life, or textured, images, the second set of photos mentioned in the methodology was taken to make such comparisons. However, since the actual average RGB values for each square in the images are unknown, both the gold standard method and true value comparisons are not used. In addition, only the $3\sigma$ determined using white balance and the original photos in the previous data set was used for this new set of standard deviation comparisons. Furthermore, an automatic white balance was added to comparisons since a grayscale is not initially provided for the manual white balance in photos for individual squares. A range of 0.0%-3.0% saturation via histogram manipulation is provided in these comparisons to consider how their performances vary with real-life photos and determine the best performance.

The cross-comparison results for the real-life photos with and without a black and white background at 3 sigma are provided in Table 3. Looking at the squares without the black an white background, alone, the only white balance that can be considered is the automatic white balance. This method performs a minimum of 5.5% worse than any of the other methods, including the original photo, in the true positive comparisons. In contrast, its true negative percentage is greater than any of the histogram manipulation percentages and is second only to the original image. While this does appear to reflect poorly on the histogram manipulation technique, it is important to remember that the textured squares have higher standard deviations than solid colored squares. As a result, there is more likely to be a significant false positive count, resulting
in a lower true negative rate. This is one of the justifications for later using the Euclidean distance comparison technique.

Looking at the overall trends between in these comparisons, 0.5% maintained one of the highest true positive rates, while 1.5% retained one of the highest true negative rates of the tested percentages. This factored into the choice to make 1.0% histogram manipulation the main focus when comparing against other correction methods while including the black and white background, as it is the middle-ground of these two percentages. However, since this choice is based on general trends, the Euclidean distance comparisons was also considered before making this decision. As explained later in this section, the Euclidean comparisons also affirmed the 1% saturation choice.

Despite the apparent shortcomings of white balance without the black and white background, it is important to note that this is an incomplete comparison because manual white balance could not be used in the individual square photos without a grayscale present. Taking this issue into consideration, along with the purposes of applying these methods to the image analysis of birds, the final set of photos mentioned in the Methods and Procedures were taken with black and white backgrounds for comparison. This is also to the benefit of the histogram manipulation method, which works on the assumption that there are pixels to the extremities of the RGB value range. Since black and white lie at these points in the RGB value range, this would provide a metric in the image to aid the histogram manipulation method in its color correction. This data for $3\sigma$ is also included in Table 3.

| Correction Type | True Positive |  | True Negative |
|-----------------|---------------|---------------|
|                 | W/O Black and White | W/ Black and White | W/O Black and White | W/ Black and White |
| Original        | 59.01          | 84.98         | 68.13          | 64.20          |
| Auto WB         | 53.43          | 82.93         | 68.01          | 70.92          |
| Manual WB       | N/A            | 88.67         | N/A            | 63.46          |
| 0.0% Saturation | 61.13          | 86.78         | 66.71          | 61.82          |
| 0.5% Saturation | 65.06          | 94.42         | 60.27          | 61.37          |
| 1.0% Saturation | 64.11          | 93.08         | 60.36          | 62.95          |
| 1.5% Saturation | 63.04          | 92.88         | 60.61          | 62.61          |
| 2.0% Saturation | 62.14          | 92.41         | 61.11          | 62.35          |
| 2.5% Saturation | 61.36          | 92.19         | 61.64          | 62.57          |
| 3.0% Saturation | 60.43          | 91.78         | 62.05          | 62.61          |

The set of photos with black and white backgrounds provides a more complete understanding of how the white balance methods perform in comparison to the original and saturated photos. With the black and white background, the automatic white balance performed about 6% worse than the manual white balance in the true positive rates and 7% better in the true negative rate comparisons. This method also performs worse than the original photos in both rates for the square photos, with the exception of the true negative with a black and white background. The manual white balance, on the other hand, generally performs better in comparisons with the true positive percentages and worse with the true negative rate.

Across the table, 1.0% saturation generally performs among the best of the methods presented. While its true negative results are up to 7% lower than the automatic white balance photos, which did either the best or the second best in both the true negative comparisons, the saturation via histogram manipulation method consistently maintained at least a 4.3% gain on the other non-saturation methods in the true positive rates. The low true negative rates are particularly understandable when considering the large standard deviations with textured photos, which would lead to more false positives. While 0.5% saturation does maintain a higher true positive rate in these photos than the other saturations, it remains 1.5% from the 1% saturation rate. This is a similar difference to that between the two for the true negative rate, where 1% saturation
has the highest value. This, combined with the trends seen without the black and white background, adds to the justification for using 1% saturation.

It is also important to note that manual white balance does not perform the best in a single category, despite it never having the worst rate at any point. Regarding the standard deviation comparisons alone, 1.0% saturation is notably the best correction method of those compared. One may notice that in addition to the improvement in white balance and 1.0% saturation methods, the original photos also improve from the previous set. This is because this set of photos was taken separately from the previous, which resulted in variations in lighting and other conditions between the sets of photos. This, however, is not the sole cause of improvements in any of the color correction methods. While the original photos improved by a rate up to about 15%, the saturation and automatic white balance methods improved on a scale of about 20%-30%. In addition, the original photos worsened in true negative rates, while the correction methods, with the exception of the 0.0% saturation, improved in those rates. A similar trend can be seen with the Euclidean distance comparisons.

Although the results of Table 2 initially suggested that a Euclidean distance of 30 should be used for other comparisons, low rates in the positive and negative comparisons at this distance for textured photos suggested that this choice was flawed. Like with the standard deviation choice, the Euclidean distance for these comparisons must also take into account the large standard deviations in the real-life photos. For this reason, a larger Euclidean distance should be considered to provide a fair comparison of the correction techniques. A Euclidean distance of 60 was chosen for the real-life comparisons because this is the point where the average of the true positive and true negative rates were at the highest for each correction type. The results from the Euclidean distance comparisons at a distance of 60 are provided in Table 4.

Again, the best histogram manipulation results remain in the 0.5%-1.5% range. The 0.5% saturation results have one of the highest true positive rates in both comparisons of the saturation method, remaining behind only to automatic white balance and 0.0% saturation in the square photos without a black and white background. The results of the higher percent histogram manipulations are higher in the true negative comparisons, but the true negative rate of the 1.5% saturation is within 0.5% of that of the 3.0% saturation.

While 0.5% saturation performed well in the Euclidean difference calculations, 1.0% saturation was still chosen for the final comparison set. This is because the results of the standard deviation comparisons, as explained before, suggest that 1.0% saturation would be a good compromise between 0.5% and 1.5% saturation. In addition, as seen in Table 4 for the data without the black and white background, 1.0% saturation performs as consistently, although at lower true positive rates, as 0.5% saturation. Therefore, 1.0% remains a reasonable choice for the histogram manipulation method.

### Table 4. Summary Table of Real-Life Square Cross-Comparisons with a Euclidean Distance of 60

<table>
<thead>
<tr>
<th>Correction Type</th>
<th>True Positive</th>
<th>True Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>W/O Black and White</td>
<td>W/ Black and White</td>
</tr>
<tr>
<td>Original</td>
<td>42.54</td>
<td>72.81</td>
</tr>
<tr>
<td>Auto WB</td>
<td>37.87</td>
<td>76.27</td>
</tr>
<tr>
<td>Manual WB</td>
<td>N/A</td>
<td>75.20</td>
</tr>
<tr>
<td>0.0% Saturation</td>
<td>43.30</td>
<td>70.30</td>
</tr>
<tr>
<td>0.5% Saturation</td>
<td>37.36</td>
<td>81.82</td>
</tr>
<tr>
<td>1.0% Saturation</td>
<td>35.02</td>
<td>80.44</td>
</tr>
<tr>
<td>1.5% Saturation</td>
<td>33.64</td>
<td>78.68</td>
</tr>
<tr>
<td>2.0% Saturation</td>
<td>32.30</td>
<td>76.69</td>
</tr>
<tr>
<td>2.5% Saturation</td>
<td>31.58</td>
<td>75.53</td>
</tr>
<tr>
<td>3.0% Saturation</td>
<td>30.64</td>
<td>74.12</td>
</tr>
</tbody>
</table>
With Euclidean distance, the 1.0% saturation method also maintains the best results across the comparisons with the black and white background. However, unlike in the standard deviation comparisons, 1.0% saturation performs the best across all comparisons and percentage rates, with the exception of other saturation methods which differ in success rates between each percentage type. While the manual white balance has higher true positive rates than the original photos by at least 2.0%, it also consists of the lowest true negative rates of the three methods. The difference between the original and manual white balance true negative rates is less than 1.5% across both comparisons, but the results demonstrate that the 1.0% saturation method is the most effective and consistent of the three methods in this photo set. Automatic white balance does perform better than either of these correction types but maintains lower values than the 1% saturation.

While the code used to produce the images from which Tables 3 and 4 were the same throughout, the addition of the black and white background made a significant difference in the results. This particular difference is dependent on the processes behind the correction techniques. As described previously, in the histogram manipulation technique, a given percentage of the first and last incidences of an RGB value is assumed to be 0 and 255, respectively. When black and white are not present in the image, this may lead to over-saturating the image, leading to the poorer results seen in Table 3 and 4. Conversely, when black and white are present, the portions of the image containing these colors should be adjusted to these extremes. Although not all whites and blacks are perfectly (0, 0, 0) and (255, 255, 255) in the RGB color space, the presence of these colors provides a more accurate metric that the correction method may adjust the image in relation to.

As mentioned in the analysis of the individual square photos in Tables 3 and 4, manual white balance is also dependent on a grayscale being present to accurately adjust the image. The lack of success in the manual white balance results demonstrates that the manual white balance correction is considerably less viable and precise than the histogram manipulation method, even when attempts to make this option more applicable is made. Again, while these changes do improve the automatic white balance method, the difference is not enough to make this method more consistent than the saturation method.

Although both methods of statistical comparison reach the same conclusion, it is worth noting that the standard deviation method does so biasing towards true positive rates while the Euclidean distance method biases towards true negative rates. This is likely a result of the difference in how average and standard deviation values of the RGB values are accounted for in each comparison type. The standard deviation method includes a wide band, as a result of the large standard deviations in textured photos, to compare the RGB values between two squares. As a result of this, there is going to be a higher rate of positive results when using this comparison. This means that both the true positive and false positive rates are likely to increase, resulting in a higher true positive rate and a lower true negative rate. On the other hand, while there is a range determined for the Euclidean distance method, this range it not dominated by the high standard deviation values of the textured photos. As a result, in comparison to the standard deviation method, there is more likely to be a decrease in positive rates for the Euclidean distance approach. This, as a result, decreases the true positive rates while increasing the true negative rates.

CONCLUSIONS
Our motivation for testing color techniques is to find a technique or multiple techniques that could be used in SIA to aid the eye by increasing the contrast, and to consistently adjust colors so that color comparisons can be made independent of lighting. Our preferred technique involving color saturation was used not only for these purposes but it was also used to increase the contrast of frames in the standalone application BatCount thereby aiding foreground object detection in videos.

Although the results between data sets vary, the final set that was taken using photos based on the purposes of these color correction comparisons in SIA demonstrated that 1.0% saturation via histogram manipulation performed the best of the presented methods, excluding other saturations. The gains in the percent true positive for 1.0% saturation were more significant than the losses in its percent true negative when comparing it to white balance and the original photos in the stan-
standard deviation comparisons. With the Euclidean difference comparisons in the final data set, however, a saturation value of 1.0% consistently performs among the best across these comparisons.

It is important to note, however, that the success of the 1.0% saturation is partially dependent on its intended use. Tables 3 and 4 illustrate that, when a chart is present without a black and white background, manual white balance does significantly better in the true positive comparisons and within 1.0% of the true negative results of 1.0% saturation. Therefore, the saturation method is not always the “best” method for color correction — it simply best serves the purposes of color correction in SIA. Additionally, please note that our comparison of lighting sources was intentionally treated in a statistical manner. Any subsequent analysis of color comparisons in different lighting using the same techniques and metrics will presumably reach similar conclusions but will likely not find our identical findings.

Despite its shortcomings, the histogram manipulation method does maintain a few advantages over other methods. The multi-variable fit function is impractical in its application to everyday photos due to its reliance on known RGB values in an image. One may consider taking an image with a color checker chart to achieve this level of accuracy, but this makes the process more tedious and reduces one’s ability to take action shots. In a similar manner, the difficulties illustrated in the second set of photos points to the issue of how limited the manual white balance method is. Again, one could take photos with a color checker chart present, but this it impractical and tedious, as explained with the multi-variable fit function. The automatic white balance method is applicable, but results in the second data set also demonstrates that it is less consistent than other methods, including both the 1.0% saturation method and, in some instances, the original image. Additionally, the 1% saturation works best if there is some black and white in the background. Without this colors can saturate in an unnatural way as discussed in 1. But unlike with white balance a gray scale region doesn’t have to be identified.

In the future, a wider data set may also be considered. In the first set with the pure color charts, a variety of cameras were used to test the overall and more universal performance of correction techniques. In the photos for the following sets, however, all of the photos were taken with the same iPhone camera. Since cameras vary in quality across different devices, including various cell phones, it would be worth comparing how these corrections compare across different cameras — both in general and for specific camera types.

Furthermore, comparisons between the proposed technique and methods described from previous literature may also be compared. Since the best performance of the upper and lower percentage histogram manipulation method occurred when black and white aspects were added to the background, adding a color matching card into images for histogram manipulation using this card would be a reasonable change, especially since it is smaller than a color checker chart. However, the difference in run time in using this method may outweigh any improvements in color correction from the proposed method. Other approaches may include using a neural network. While this may also seem like a favorable option with color correction, this approach is not as frequently used because it takes more time to train. Thus, it is also more expensive. There any many other techniques that may be worth testing in the future, but careful considerations must be made before doing so. Each method has its own advantages and disadvantages and it is important to focus on and emphasize ideas that would best work for the purposes of SIA.
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PRESS SUMMARY
Color correction is used to adjust digital photographs in order to reduce the effect of environmental factors, such as lighting. This manuscript analyzes the precision and accuracy of upper and lower percentage histogram manipulation, which involves saturating an image by a specified percentage of its pixels using its RGB histogram. It is compared against the commonly used white balance method, corrections using generated multi-variable equations for RGB values, and original images to determine when improvements or deteriorations in corrections are made in using this proposed method. The findings demonstrate that the histogram manipulation method is effective in comparison to these other methods because it does not require sampling of calibration regions and it is the most consistent method in the correction of photos with significant gray scale regions.
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ABSTRACT
ZNF143 is a sequence-specific DNA binding protein that regulates the expression of protein-coding genes and small RNA molecules. In humans, ZNF143 interacts with HCFC1, a transcriptional cofactor, to regulate the expression of downstream target genes, including MMACHC, which encodes an enzyme involved in cobalamin (cbl) metabolism. Mutations in HCFC1 or ZNF143 cause an inborn error of cobalamin metabolism characterized by abnormal cbl metabolism, intellectual disability, seizures, and mild to moderate craniofacial abnormalities. However, the mechanisms by which ZNF143 mutations cause individual phenotypes are not completely understood. Defects in metabolism and craniofacial development are hypothesized to occur because of decreased expression of MMACHC. But recent results have called into question this mechanism as the cause for craniofacial development. Therefore, in the present study, we implemented a loss of function analysis to begin to uncover the function of ZNF143 in craniofacial development using the developing zebrafish. The knockdown of znf143b, one zebrafish ortholog of ZNF143, caused craniofacial phenotypes of varied severity, which included a shortened and cleaved Meckel’s cartilage, partial loss of ceratobranchial arches, and a distorted ceratohyal. These phenotypes did not result from a defect in the number of total chondrocytes but were associated with a mild to moderate decrease in mmachc expression. Interestingly, expression of human MMACHC via endogenous transgene prevented the onset of craniofacial phenotypes associated with znf143b knockdown. Collectively, our data establishes that knockdown of znf143b causes craniofacial phenotypes that can be alleviated by increased expression of MMACHC.
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INTRODUCTION
Mutations in ZNF143 have been associated with inborn errors of cobalamin (Cbl) metabolism. For instance, Pupavac and colleagues reported mutations in ZNF143 in a 16-month-old male patient with numerous clinical manifestations including methylmalonic acidemia and homocysteinemia which is indicative of cbl deficiency. Such manifestations are consistent with cblX (MIM 309541) and cblC (MIM 609831) syndrome, two subtypes of cbl deficiency. Previous studies have demonstrated that mutations in HCFC1 decrease expression of MMACHC, a downstream target gene whose mutations causes cblC. Interestingly, ZNF143 interacts with HCFC1 to regulate MMACHC expression. This interaction occurs through binding of the ZNF143 DNA-binding domain (DBD) with the HCFC1 Kelch domain. Consequently, mutations in either HCFC1, ZNF143, and MMACHC result in an inborn error of Cbl metabolism.

ZNF143 is a sequence-specific transcriptional activator that regulates protein-coding genes and small RNA molecules. In fact, two domains residing in the protein spur transcription selectively at either small RNA or mRNA promoters. The phenotypes associated with mutations in ZNF143 in model systems have not been comprehensively studied, however, in zebrafish, loss of znf143b results in numerous abnormalities including defects in the heart, blood, ear, and midbrain hindbrain boundary. Craniofacial phenotypes were not documented or characterized even though facial phenotypes have been observed across other subtypes of inborn errors of cobalamin metabolism. Therefore, the focus of this study is to determine the effects of reduced ZNF143 expression on facial development. Interestingly, zebrafish znf143b has a 71% overall amino acid sequence identity with the human protein. The conserved protein domains include the DBD, mRNA gene activation domain, and small RNA gene activation domain.

HCFC1 encodes a transcriptional co-factor which lacks a DNA binding domain but interacts with transcription factors that include THAP11 and ZNF143. Mutations in HCFC1 result in a broad array of clinical manifestations including craniofacial
abnormalities. In fact, knockdown of the zebrafish ortholog, hfc1b, resulted in craniofacial abnormalities which are in part mediated by downregulation of mmachc expression. Knockdown of hfc1b caused an impairment in the differentiation of cranial neural crest cells (NCCs) which produce many facial cartilage structures. Given that mutations in HCFC1 cause craniofacial defects via mmachc expression, it is likely that mutation or knockdown of HCFC1 interacting partners can also result in craniofacial abnormalities. For instance, mutations in THAP11 have been associated with dbX-like manifestations including craniofacial abnormalities. Quintana and colleagues have reported that knockdown of thap11 causes defects in zebrafish facial development. Based on these data and the interaction between ZNF143 and HCFC1, we hypothesized that knockdown of znf143b will result in craniofacial abnormalities and downregulation of mmachc; consequently, assorting a mechanism by which znf143b regulates vertebrate facial development.

Here, we demonstrate that knockdown of znf143b results in abnormal craniofacial development in zebrafish. Morphant animals presented with an array of craniofacial defects which included a shortened and cleaved Meckel’s cartilage, distortion of the ceratohyal, and a partial loss of ceratobranchial cartilages. In view of these defects, we analyzed chondrocytes, a derivative of NCCs, which contribute to cartilage formation. Flow cytometry found equal numbers of total chondrocytes in animals injected with znf143b MO and 3-dimensional rendering of chondrocytes did not indicate gross morphological defects. However, morphants had decreased expression of mmachc and cartilage phenotypes were effectively prevented using a human MMACHC transgenic allele. Collectively, these data suggest a function for znf143b in craniofacial development.

**METHODS AND PROCEDURES**

**Zebrafish maintenance**

Embryos were produced by crossing AB wild type, Tupfel Long Fin, Tg(act2a1a:EGFP)Δ1, or Tg(ubi:MMACHC)Δ1 adults. Fish were set up in a 2:3 or 2:2 ratio of females and males, respectively. Harvested zebrafish embryos were maintained in embryo medium at 28 °C. All animals were maintained and used in accordance with the guidelines from The University of Texas El Paso Institutional Animal Care and Use Committee protocol number 811869-5. Euthanasia and anesthetic procedures were performed according to the American Veterinary Medical Association guidelines, 2020 edition.

**Morpholino injections**

A validated antisense oligonucleotide morpholino (MO) was utilized to knockdown zebrafish znf143b expression (5’ – GATCCATCATCATTCCATCAAT – 3’). Injections of MO and random control (RC) MO were performed at the single cell stage with a volume of 2 nL. A MO gradient from 0.20 mM (3.31 ng/embryo; N=34), 0.25 mM (4.14 ng/embryo; N=29), and 0.30 mM (4.97 ng/embryo; N=39) was performed. A final concentration of 0.30 mM was empirically derived, with an estimated 80% of morphant larvae affected at 5 days post fertilization (DPF). The injected embryos were incubated in E3 media at 28 °C and grown at 2- and 5- DPF for relative mRNA expression analysis and alcian blue staining, respectively. Morphant larvae were scored and allocated into groups based on the severity of craniofacial abnormalities ranging from mild, moderate, and severe. Morpholino injection was performed on 3 independent occasions with clutch mates obtained from independent carriers using equivalent numbers of total injected embryos/group. Carriers of tg(ubi:MMACHC) were mated and offspring were injected at the single cell stage with 0.30 mM of a translational blocking MO targeting znf143b or RC (GeneTools). Injected embryos were incubated at 28 °C and raised to 5 DPF for Alcian blue staining. Injection into the tg(ubi:MMACHC) was performed on two independent occasions with embryos obtained from independent male and female pairs with equivalent numbers of total injected embryos. Statistical analysis was performed using a Fisher’s exact test between groups.

**Staining of cartilage and imaging**

Zebrafish larvae were collected at 5 DPF and were fixed in 2% paraformaldehyde in PBS, pH 7.5 at room temperature for 1 hour. Larvae were washed for 10 min with 100mM Tris pH 7.5/10mM MgCl2 and were stained overnight at room temperature with Alcian blue stain pH 7.5 (0.4% Alcian Blue in 70% EtOH, 1M Tris pH 7.5, 1M MgCl2). Subsequently, larvae were rehydrated in 80% ethanol, 50% ethanol, 25% ethanol in 100 mM Tris pH 7.5 for 5 minutes each. Larvae were bleached in 3% H2O2 and 0.5% KOH for 10 min at room temperature. Two washes with 25% glycerol/0.1% KOH were subsequently performed at room temperature for 10 minutes. All samples were stored at 4 °C in 50% glycerol/0.1% KOH. Larvae were whole mounted to visualize the viscerocranium at 6.3x magnification in 100% glycerol.

**RNA isolation and quantitative PCR (qPCR) analysis**

Total RNA was extracted with TRIzol reagent (Fisher Scientific) from a pool of whole-body embryos (n=10) injected with RC or znf143b MO at a concentration of 0.30 mM (4.97 ng/embryo) at 2 DPF. Analysis was performed in two biological replicates with embryos injected from independent clutches. cDNA was created using the Verso cDNA Synthesis kit (Fisher Scientific) and equivalent concentrations of total RNA were utilized. qPCR was performed in technical triplicate using a Sybr green (Fisher Scientific) based approach with primer pairs as follows: mmachc (FWD: GCTTCGAGGTTACCCCTFC, REV: AGGCCAGGGTTAGGGTCTCTG) and rpl13 (FWD: TCCGACTGCTTCAAGATT, REV: AGGCCAGGGTTAGGGTCTCTG).
TTCTTGAATAGCGCAGCTT). qPCR was performed with Applied Biosystems StepOne Plus system. Data analysis was performed using 2^ \text{-ΔΔCt} \text{ and the statistics of relative mRNA expression was performed using a T-test (p< 0.001).}

**Chondrocyte image processing**

Chondrocyte imaging was limited to visualizing the hyosymplectic region across all larvae at 5 DPF. Whole larvae were angled on the right ventrolateral angle and mounted with 0.6% low agarose gel in a glass bottom petri dish (Fisher Scientific). We obtained confocal imaging with Zeiss LSM 700 at 40X magnification. For all groups, 12 to 21 Z-slices were obtained per image. IMARIS software was employed to generate 3D visualization output. 3D renderings were produced from 10 individuals/group which include non-injected, random control, and morpholino injected. Fiji, an open-source platform, was utilized to calculate angles between individual chondrocytes in the hyosymplectic region. To ensure the angles were measured in a single plane, ImageJ software was used to apply a Fire LUT to provide a fluorescent intensity gradient with equal pixel measurements. The angle tool was used to draw the center of three adjacent cells along the region of interest. Length measurements of chondrocyte nuclei and the average angle across samples was used to test for statistical significance.

**Flow cytometry**

To enumerate chondrocytes, we utilized the Tg(col2a1a:EGFP) reporter line injected with a RC or znf143b morpholino at 0.30 mM. Whole larvae were dissociated by adapting a previous protocol from Bresciani and colleagues. For each group, a pool of five larvae were dissociated using 500 μl of digestion mix (460 μl of 0.25% trypsin-EDTA and 40 μl of Type I Collagenase-100 mg/ml) at 30 °C. Larvae were fully homogenized via harsh pipetting. Dissociation was stopped by adding 800 μl of lamb serum (Fisher Scientific) and centrifuged (7.0 x g) for five minutes at room temperature. Cells were resuspended in 800 μl of 1X phosphate buffered saline (Fisher Scientific) and centrifuged for five minutes to wash the cells. Cells were resuspended in 500 μl of 1X phosphate buffered saline (PBS) and filtered (utilized 70 μM filter). Analysis was performed with Kaluza software at a fixed rate of 10,000 cell events for 3 minutes. A total of 10,000 events was collected per biological replicate (2 biological replicates were performed).

**RESULTS**

**znf143b mediates craniofacial development and mmachc expression.**

To perform a functional analysis of ZNF143, a transient knockdown of znf143b was performed. An antisense MO was previously designed to target the translation start site of znf143b, consequently, disrupting the translation of znf143b in zebrafish embryos. At 5 DPF, znf143b morphants were stained with Alcian blue to visualize the craniofacial development. Knockdown of znf143b resulted in a shortening of the Meckel’s cartilage, partial loss of the ceratobranchial arches, and distortion of the ceratohyal (Figure 1A-D). Not all injected larvae replicated with the exact defects; however, roughly 84% (n = 16/19) of embryos injected with 0.30 mM of MO presented with abnormal craniofacial development (Figure 1F). All affected morphants (n=16) demonstrated with a shortened and cleaved Meckel’s cartilage. We calculated that 16% (n = 3) of the total morphant embryos injected developed mild defects, while 21% (n = 4) had moderate defects. Interestingly, morphant animals with moderate defects developed heart edema in a similar fashion as those severely afflicted animals. The prevalence of a distorted ceratohyal was noted more in animals with severe defects. All morphant animals were categorized based on severity of structures shown in Table 1.

<table>
<thead>
<tr>
<th>Category</th>
<th>Phenotypes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mild</td>
<td>Shorten/Cleave Meckel’s Cartilage (MC)</td>
</tr>
<tr>
<td>Moderate</td>
<td>Shorten/Cleaved MC, torn palatoquadrate, distorted ceratohyal, heart edema</td>
</tr>
<tr>
<td>Severe</td>
<td>Shorten/Cleaved MC, loss of ceratobranchial arches, inverted ceratohyal, heart edema</td>
</tr>
</tbody>
</table>

**Table 1.** Phenotypic categorization of craniofacial defects observed in znf143b MO injected larvae.

Pupavac and colleagues reported reduced expression of MMACHC in a patient with a mutation in ZNF143. Mutations in MMACHC are known to cause a multiple congenital anomaly syndrome that is attributed to defects in cobalamin metabolism. Mild to moderate facial dysmorphia had been documented in patients with mutations in MMACHC. In addition, mutations in HCFC1 that cause cblX syndrome are also characterized with facial dysmorphism. Therefore, we hypothesized that ZNF143 interacts with HCFC1 to regulate the expression of MMACHC. As shown in Figure 1G, knockdown of znf143b caused a statistically significant 20% decrease in mmachc expression (p=0.0002).
Figure 1. Loss of znf143b causes a spectrum of craniofacial abnormalities and a decreased expression of mmachc. (A-F) Alcian-Blue stain reveals heterogeneous craniofacial defects at 5 days post-fertilization (DPF) in znf143b morphant larvae (MO) when compared to random control (RC) injected fish. E) Visceroocranium cartilage structures of zebrafish: Meckel's Cartilage (mc), Palatoquadrate (pq), Certoahyal (ch), Certoabranchial arches (cb), and Hyosympletic (hs). F) Total number of RC (n=19) and MO (n=19) larvae categorized by craniofacial phenotypes. Fisher's exact test determined a significant difference between total number of affected and not affected animals (*p>0.0001) when comparing morphant (MO) and control injected (RC) larvae. Data represented here and the numbers of animals are a single representative of 3 biological replicates. G) Quantitative PCR demonstrated decreased expression of mmachc in znf143b morphants when compared to random control larvae (**p=0.0002). Representative experiment from 2 biological replicates is shown in (G).

Tg(ubi:MMACHC) expression prevents facial phenotypes in znf143b morphants.

Given the facial defects observed in morphant animals, we hypothesized that over expression of MMACHC could restore craniofacial deficits in znf143b morphants. The Tg(ubi:MMACHC) allele expresses the human MMACHC open reading frame under the control of the zebrafish ubiquitin promoter and was validated elsewhere.11 We injected znf143b or RC morpholinos into the Tg(ubi:MMACHC) transgenic allele and stained them at 5 DPF with Alcian blue. Expression of MMACHC prevented the onset of znf143b mediated facial phenotypes (Figure 2C). As in the knockdown experiments, there was a statistical difference between animals injected znf143b and RC morpholinos (*p = 0.0248). The RC group had three mildly affected animals amongst a pool of twenty. In contrast, 19 of 23 morphant animals with wildtype background presented defects at 5 DPF (Figure 2B).

Shown in Figure 2D, the total number of morphant animals in the mild, moderate, and severe groups was significantly reduced by expression of MMACHC, indicating that over expression MMACHC prevented the onset of facial phenotypes (**p = 0.0001).

Figure 2. Prevention of craniofacial defects upon expression of MMACHC in znf143b morphant larvae. (A-C) Representative images of alcian-blue stained random control (RC) and znf143b (MO) injected larvae, in wildtype and Tg(ubiquitin:MMACHC) (ute2Tg) background at 5 days post fertilization (DPF). (A) RC animals showed normal craniofacial features. (B) MO injected larvae exhibited abnormal craniofacial phenotypes (i.e. shorten Meckel's cartilage). (C) znf143b MO injection in animals with ubiquitous expression of MMACHC (ute2tg) prevented the craniofacial phenotypes induced by loss of znf143b. (D) Bar graph showing total number of RC (n=20), MO (n=23) and MO ute2Tg (n=29) larvae categorized by craniofacial phenotypes. Data represented here and the numbers of animals are a single representative of 2 biological replicates. Fisher's exact test determined a significant difference between RC: MO injected animals (*p=0.0248) and MO injected animals: MO ute2Tg larvace (**p=0.0001).
znf143b does not exhibit abnormal chondrocyte stacking or defects in total cell number. Knockdown of znf143b resulted in abnormal cartilage structures of the viscerocranium implicating a defect in neural crest cell (NCCs) developmental. Given the overt defects, we hypothesized abnormal development of chondrocytes, a derivative of NCCs that generate major skeletal structures of the viscerocranium. To test our hypothesis, we observed chondrocyte development in the hyosymplectic region using confocal microscopy and the Tg(col2a1a:EGFP) transgene. The hyosymplectic entails a region where the hyomandibula fuses with the symplectic rod and together secures the jaw skeleton to the neurocranium. It is formed from pharyngeal arch 2, which also produces the ceratohyal. We observed the ceratohyal to be abnormally developed in morphant animals (Figure 1) and a recent publication from our laboratory demonstrated defects in chondrocyte development in a zebrafish mutant of mmachc. For these reasons, we imaged the developing hyosymplectic using confocal microscopy. We rendered 3D visualizations using Z-slices from high resolution confocal microscopy (Figure 3A-C). We measured the angle of 3 adjacent nuclei as a measure of chondrocyte intercalation as previously described. Angle measurements between three independent and adjacent chondrocytes was not statistically different between RC and morphant groups (p = 0.9621). Likewise, the length of the hyosymplectic was not significantly different between groups (p = 0.3064). We also sought to enumerate the total number of chondrocytes from whole larvae using flow cytometry. We did not detect a difference in the number of EGFP+ chondrocytes as shown in Figure D-D′′ (p=0.669818). These data suggest that knockdown of znf143b does not affect number or intercalation of chondrocytes.

**Figure 3.** Knockdown of znf143b does not affect chondrocyte development in the hyosymplectic region or total chondrocyte cell number. (A-C) Representative 3D visualizations of the hyosymplectic (HS) region of injected larvae harboring the Tg(col2a1a:EGFP) allele at 5 DPF. (A) Non-injected animals showed normal extension of the HS region. Normal chondrocyte development of the HS was observed in random control group (B) and znf143b MO injected animals (C). Standard T-test found no statistical difference between random control and znf143b MO injected groups regarding chondrocyte angle (p =0.9621) and hyosymplectic length measurements (p=0.3064). We quantified the number of chondrocytes across all groups with the Tg(col2a1a:EGFP) using flow cytometry analysis. (D-D′) Histograms of a single representative replicate displaying the percentage of GFP+ cells. Two biological replicates were performed 5 DPF from n=5 larvae/group. No statistical difference in the number of chondrocytes was found according to standard T-test (p=0.669818).

**DISCUSSION**
A single clinical study has reported a biallelic pathogenic variant of ZNF143 that causes a cblX-like syndrome. The subject presented with increased levels of methylmalonic acid and homocysteine indicative of cobalamin deficiency. Additional phenotypes include intractable epilepsy, bilateral cleft palate, microcephaly, wide spaced eyes, progressive encephalopathy, and hypotonia. These phenotypes are also observed in patients with mutations in cblC disorder which is caused by mutations in MMACHC. However, mild and moderate facial defects are not classic phenotypes associated with cblC. Interestingly, HCFC1 interacts with ZNF143 to modulate the expression of MMACHC and mutations in HCFC1 cause cblX syndrome, which is very similar phenotypically to cblC. Previous studies from Quintana and colleagues support a role for HCFC1 and MMACHC during zebrafish craniofacial development. Similarly, our transient knockdown of znf143b, zebrafish ortholog of ZNF143,
caused reproducible craniofacial abnormalities in early zebrafish development. Interestingly, znf143b morpholino injected into embryos harboring an MMACHC transgene prevented morpholino induced craniofacial phenotypes. These data further support a role for MMACHC in facial development. 20,21 However the function of MMACHC in cbl disorders is likely to be more complex because NCC specific expression of MMACHC in a mouse model of cblN syndrome does not restore facial phenotypes.22 These data suggest there may be some species-specific mechanisms at play as it relates to MMACHC function. Moreover, the function of MMACHC may not be autonomous to NCCs, and thus, a global expression strategy may be required to restore phenotypes present in HCFC1 and ZNF143 loss of function assays. Finally, HCFC1 and ZNF143 regulate an immense number of target genes so it remains possible that MMACHC is not the sole genetic mediator of facial development in these cbl related disorders.

It is known that NCCs give rise to numerous tissues including chondrocytes of the viscerocranium.22 Thus, it is plausible that the craniofacial abnormalities observed in our morphant larvae are caused by abnormal NCC development, specifically cranial NCCs. However, our limited analysis of chondrocyte development and chondrocyte number did not show abnormal organization or defects in the total number of chondrocytes. We only studied a single time point, a single NCC marker, and a single region of the developing viscerocranium. Morphants were affected in various cartilaginous elements. These include Meckel’s cartilage and the ceratohyal, both of which were dramatically affected. Future studies that analyze these other regions with additional time points and/or additional markers of NCC development may uncover phenotypes in chondrocyte and NCC development.

ZNF143 is a ubiquitously expressed transcriptional activator and is largely involved in cellular and molecular processes that include but are not limited to cell growth, proliferation, cell cycle regulation, DNA repair, and progenitor cell identity. 24–26 We therefore, analyzed the total number of chondrocytes using flow cytometry, which were normal. One possible explanation for the normal overall cell number we observed could be that although the expression of ZNF143 is ubiquitous, the function of ZNF143 is tissue specific. Thus, ZNF143 could regulate facial development independent of proliferation, cell number, or cell cycle regulation. Future studies should aim at studying alternative cellular mechanisms to elucidate the putative role of ZNF143 in NCC development. Alternatively, analysis of chondrocyte migration using live imaging could be performed. Previous studies have shown that migration is enhanced after knockdown of ZNF143 in colorectal cancer cells.27

Finally, mutation of ZNF143 causes accumulated levels of homocysteine and methylmalonic acid.1 This biochemical manifestation was not explored in znf143b morphants. Some patients with cobalamin disorders present with facial phenotypes and abnormal biochemical levels. However, it is not known if the accumulation of metabolites contributes to craniofacial abnormalities. As of now, we know that knockdown of b6f1b, a zebrafish ortholog of HCFC1, has no apparent changes in the levels of homocysteine and methylmalonic acid indicating normal metabolism of cobalamin.2 Given its interaction with HCFC1, we can hypothesize that a knockdown of znf143b may show similar biochemical phenotypes in the zebrafish. Such a finding would implicate that craniofacial defects observed by knockdown of ZNF143 or HCFC1 are partially driven by MMACHC yet independent of cobalamin metabolism. Future work in this area is warranted.

CONCLUSION
In sum, our study functionally profiles the role of ZNF143 in early craniofacial development using a zebrafish model. A morpholino mediated knockdown resulted in an array of craniofacial defects that include a shortened and cleaved Meckel’s cartilage, distorted palatoquadrate and ceratohyal, and partial loss of the ceratobranchial cartilages. Alongside these apparent facial defects, we detected a decrease in the expression of mmachc mRNA. Injection of the znf143b MO into a transgenic allele overexpressing human MMACHC prevented the formation of craniofacial phenotypes suggesting some interplay between ZNF143 and MMACHC during craniofacial development. Further, we found no abnormal development of chondrocytes in the hyosymplectic region and normal levels of total chondrocytes.
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PRESS SUMMARY

ZNF143 interacts with HCFC1 to modulate the expression of downstream targets including MMACHC – an enzyme that binds to and processes cobalamin (or vitamin B12). Mutations in *HCFC1* or ZNF143 cause an inborn error of cobalamin metabolism characterized by metabolic defects, intellectual disability, seizures, and mild to moderate craniofacial abnormalities. Although not a prevalent phenotype, the function of ZNF143 in craniofacial phenotypes is unknown. Here, we characterize the role of ZNF143 in craniofacial development via a knockdown of *znf143b*, a zebrafish ortholog. Our study demonstrates that ZNF143 regulates craniofacial development which can partially prevented by over expression of MMACHC.