
Volume 18 | Issue 3 | December 2021
www.ajuronline.org

Print Edition ISSN 1536-4585

Online Edition ISSN 2375-8732



2 AJUR History and Editorial Board

3 An Optimal Control Experiment for an SEIRS Epidemiological 
Model

 Tanner Snyder & Ryan Nierman

15 Factors Associated with Surgery Among South Asian American 
and Non-Hispanic White Women with Breast Cancer

 Lydia Lo & Jaya M. Satagopan

25 The Effect of Perceived Uncertainty on Competitive Behavior
 Duncan James Drewry & Zachary Reese

Volume 18 | Issue 3 | December 2021 www.ajuronline.org

  1

www.ajuronline.org


American Journal of Undergraduate Research www.ajuronline.org

 Volume 18 | Issue 3 | December 2021  2

American Journal of Undergraduate Research (AJUR) is a national, independent, peer-reviewed, open-source, quarterly, 
multidisciplinary student research journal. Each manuscript of AJUR receives a DOI number. AJUR is archived by the US 

Library of Congress. AJUR was established in 2002, incorporated as a cheritable not-for-profit organization in 2018. AJUR is 
indexed internationally by EBSCO and Crossref with ISSNs of 1536-4585 (print) and 2375-8732 (web).

EDITORIAL TEAM 
Dr. Peter Newell, Editor-in-Chief

Dr. Kestutis Bendinskas, Executive Editor
Dr. Anthony Contento, Copy Editor

EDITORIAL BOARD by subject area

ACCOUNTING
Dr. Dean Crawford,  

dean.crawford@oswego.edu
ARCHEOLOGY

Dr. Richard Redding,  
rredding@umich.eduu
ART HISTORY
Dr. Lisa Seppi,  

lisa.seppi@oswego.edu
BEHAVIORAL NEUROSCIENCE

Dr. Aileen M. Bailey,  
ambailey@smcm.edu

BIOCHEMISTRY
Dr. Pamela K. Kerrigan,  

pamela.kerrigan@mountsaintvincent.edu
Dr. Nin Dingra,  

ndingra@alaska.edu
BIOENGINEERING
Dr. Jorge I. Rodriguez,  

jorger@clemson.edu
Dr. Jessica Amber Jennings,  

jjnnings@memphis.edu
BIOINFORMATICS

Dr. John R. Jungck,  
jungck@udel.edu

Dr. Isabelle Bichindaritz,  
ibichind@oswego.edu

BIOLOGY, PHYSIOLOGY
Dr. David Dunn,  

david.dunn@oswego.edu
BIOLOGY, DEVELOPMENTAL
Dr. Poongodi Geetha-Loganathan,  

p.geethaloganathan@oswego.edu
BIOLOGY, MICROBIOLOGY

Dr. Peter Newell,  
peter.newell@oswego.edu

BOTANY
Dr. Julien Bachelier,  

julien.bachelier@fu-berlin.de

CHEMISTRY
Dr. Alfredo Castro,  
castroa@felician.edu
Dr. Charles Kriley,  

cekriley@gcc.edu
Dr. Vadoud Niri,  

vadoud.niri@oswego.edu
COMMUNICATION DISORDERS 

AND SCIENCES
Dr. Kim Tillery, 

Kim.Tillery@fredonia.edu 
COMPUTER SCIENCES

Dr. Dele Oluwade,  
deleoluwade@yahoo.com

Dr. Mais W Nijim, 
Mais.Nijim@tamuk.edu 

COMPUTATIONAL CHEMISTRY
Dr. Alexander Soudackov,
alexander.soudackov@yale.edu

ECOLOGY
Dr. Chloe Lash,  

CLash@stfrancis.edu
ECONOMICS

Dr. Elizabeth Schmitt,  
elizabeth.schmitt@oswego.edu

EDUCATION
Dr. Marcia Burrell,  

marcia.burrell@oswego.edu
EDUCATION, PHYSICS

Dr. Andrew D. Gavrin,  
agavrin@iupui.edu

ENGINEERING, ELECTRICAL
Dr. Michael Omidiora,  
momidior@bridgeport.edu

ENGINEERING, ENVIRONMEN-
TAL

Dr. Eileen M. Cashman,  
eileen.cashman@humboldt.edu

ENVIRONMENTAL SCIENCES
Dr. Eileen M. Cashman,  

eileen.cashman@humboldt.edu

FILM AND MEDIA STUDIES
Dr. Lauren Steimer,

lsteimer@mailbox.sc.edu
GEOLOGY

Dr. Rachel Lee, 
rachel.lee@oswego.edu

HISTORY
Dr. Richard Weyhing, 

richard.weyhing@oswego.edu
Dr. Murat Yasar,

murat.yasar@oswego.edu
HONORARY EDITORIAL  

BOARD MEMBER
Dr. Lorrie Clemo,  

lorrie.a.clemo@gmail.com
JURISPRUDENCE

Bill Wickard, Esq,  
William.Wickard@KLGates.com

KINESIOLOGY
Dr. David Senchina,  

david.senchina@drake.edu
LITERARY STUDIES

Dr. Melissa Ames,  
mames@eiu.edu

Dr. Douglas Guerra,  
douglas.guerra@oswego.edu

MATHEMATICS
Dr. John Emert,  

emert@bsu.edu
Dr. Jeffrey J. Boats,  
boatsjj@udmercy.edu
Dr. Dele Oluwade, 

deleoluwade@yahoo.com
Dr. Christopher Baltus,  

christopher.baltus@oswego.edu
Dr. Mark Baker,  

mark.baker@oswego.edu
MEDICAL SCIENCES

Dr. Thomas Mahl, 
Thomas.Mahl@va.gov

Dr. Jessica Amber Jennings, 
jjnnings@memphis.edu

METEOROLOGY
Dr. Steven Skubis,  

steven.skubis@oswego.edu
MUSIC

Dr. Juliet Forshaw,  
juliet.forshaw@oswego.edu

NANOSCIENCE AND CHEMISTRY
Dr. Gary Baker, 

bakergar@missouri.edu

NEUROSCIENCE
Dr. Pamela E. Scott-Johnson,  

pscottjo@monmouth.edu
PHYSICS

Dr. Priyanka Rupasinghe,
priyanka.rupasinghe@oswego.edu

POLITICAL SCIENCE
Dr. Katia Levintova,

levintoe@uwgb.edu
PSYCHOLOGY

Dr. Joseph DW Stephens,  
jdstephe@ncat.edu

Dr. Pamela E. Scott-Johnson,  
pscottjo@monmouth.edu
SOCIAL SCIENCES

Dr. Rena Zito,  
rzito@elon.edu
STATISTICS

Dr. Mark Baker,  
mark.baker@oswego.edu

TECHNOLOGY, ENGINEERING
Dr. Reg Pecen,  

regpecen@shsu.edu
ZOOLOGY

Dr. Chloe Lash,
CLash@stfrancis.edu 



American Journal of Undergraduate Research www.ajuronline.org

 Volume 18 | Issue 3 | December 2021  3

An Optimal Control Experiment for an SEIRS Epidemiological
Model

Tanner Snyder*, Ryan Nierman

Department of Mathematics and Computer Science, Madonna University, Livonia, MI

https://doi.org/10.33697/ajur.2021.047

Student: tsnyder213@my.madonna.edu*
Mentor: rnierman@madonna.edu

ABSTRACT
This work studies an optimal control model for a discrete-time Susceptible/Exposed/Infective/Removed/Susceptible
(SEIRS) deterministic epidemiological model with a finite time horizon and changing population. The model presented
converts a continuous SEIRS model that would typically be solved using differential equations into a discrete model
that can be solved using dynamic programming. The discrete approach more closely resembles real life situations, as the
number of individuals in a population, the rate of vaccination to be applied, and the time steps are all discrete values.
The model utilizes a previously developed algorithm and applies it to the presented SEIRS model. To demonstrate the
applicability of the algorithm a series of numerical results are presented for various parameter values.

KEYWORDS
Control; Cost; Discrete; Disease; Epidemiology; Minimization; Modeling; Optimality; SEIRS; Vaccination

INTRODUCTION
Epidemiological modeling relies on the usage of numerous epidemiological classes. The most common are described by
M,S,E, I, and R. M represents the class of individuals who have passive immunity, S represents the susceptible class
(individuals who are capable of becoming infected), E represents the exposed class (individuals who are infected, but
not yet infectious), I represents the infected class (those who are infectious and capable of spreading the disease to a
member of the susceptible class), and R represents the recovered or removed class. This class may consist of those with
either permanent infectious-acquired immunity, temporary immunity, or those who have died/emigrated, and there-
fore, have been removed from the population. Some of the most common epidemiological models include: MSEIR,
MSEIRS, SEIR, SEIRS, SIR, SIRS, SEI, SEIS, SI, and SIS.2, 4, 8, 15, 16 Figure 1 shows the general transfer diagram for a
MSEIR model.10

The research presented explores a Susceptible/Exposed/Infective/Removed/Susceptible (SEIRS) model. Typically, epi-
demiological models are represented by one or more ordinary or partial differential equations, which are then used to
model the spread of the epidemic or solve questions of optimality.9, 17 In the case of the research presented, the contin-
uous model is converted to a discrete model in which a nonlinear programming method for finding the optimal control
sequence is applied for the discrete-time deterministic SEIRS epidemic. The algorithm will seek to find the minimum
cost necessary to control an epidemic under a finite time horizon and discrete state space. The numerical results and
corresponding graphs are generated using a python script.A

AThe python script can be found on GitHub at https://github.com/tsnyder213/SEIRS-Optimality
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Figure 1. A General Transfer Diagram for the MSEIR Model.

AN SEIRS EPIDEMIC OPTIMAL CONTROL PROBLEM
A typical Susceptible/Exposed/Infective/Removed/Susceptible epidemiological model is presented using a system of
differential equations. The total population N is divided into multiple subpopulations/classes, namely, S, E, I , and R,
where S represents the susceptibles, E represents the exposed class (or those that are infected, but not yet infectious),
I represents the infectives, and R represents those that have been removed from the population due to death as a result
of the disease. A basic SEIRS model assumes that the total population, N , does not allow for natural births/deaths nor
immigration/emigration, therefore individuals are only able to move between subpopulations. Having said that, the
model utilized in the research explores a more advanced model that allows for a changing population. Additionally,
the model assumes that it is possible for an individual to become infectious, recover from the disease, and reenter the
susceptible class, which is why the model presented represents an SEIRS model, rather than an SEIR one.

The following systems of differential equations represents a common SEIRS model without natural births/deaths or
immigration/emigration included.1, 7, 13

dS

dt
= −βIS

N
+ τI Equation 1.

dE

dt
=

βIS

N
− µE Equation 2.

dI

dt
= µE − γI − τI Equation 3.

dR

dt
= γI. Equation 4.

In this model, β ∈ [0, 1] represents the probability of infection when an infective comes into contact with a suscep-
tible, τ ∈ [0, 1] represents the rate of recovery, µ ∈ [0, 1] represents the rate of people leaving the exposed class and
entering the class of infectives, and γ ∈ [0, 1] represents the rate of those removed from I as a result of dying from the
disease.5, 8, 9, 12, 14–16 The term

βIS

N
Equation 5.

is referred to as the interaction term because it represents the interaction between an infective and a susceptible and the
effect that β has on transmission during that interaction.1, 10, 13, 15, 16

To allow the total population N to change due to natural births/deaths and/or immigration/emigration, the previous
system of differential equations outlined in Equations 1-4 becomes:

dS

dt
= φN − βIS

N
+ τI − δ1S Equation 6.

dE

dt
=

βIS

N
− µE − δ2E Equation 7.



American Journal of Undergraduate Research www.ajuronline.org

 Volume 18 | Issue 3 | December 2021  5

dI

dt
= µE − γI − τI − δ3I Equation 8.

dR

dt
= γI + δ1S + δ2E + δ3I, Equation 9.

where φ a rate of population growth due to natural births or immigration. This term can be referred to as the recruit-
ment rate of the susceptibles. It is assumed that all natural births and immigration result in new susceptibles, therefore,
no one can enter the population and immediately be entered into the class of exposed or infectious individuals. Fur-
thermore, δ1, δ2, and δ3 represent the rates of natural deaths or emigration unrelated to the disease. It is assumed that
φ ∈ [0, 1], δ1 ∈ [0, 1], δ2 ∈ [0, 1], and δ3 ∈ [0, 1].7

Having established the continuous representation for an SEIRS model, it is now necessary to convert the model into
a discrete model, which can be used to establish an optimal treatment strategy to minimize the cost of controlling the
spread of the epidemic. By relying on the use of discrete mathematics, the model will be able to overcome issues with
convergence and ill-behaved functions. Discrete modeling is more realistic than continuous models since it relies on dis-
crete time steps and individuals within a population.15, 16 Therefore, instead of using ordinary differential equations to
express changes in epidemiological classes over time (i.e., the rates at which individuals are moving between subpop-
ulations), S, E, I and R are going to be based solely on previous discrete time steps. The control setting is an epi-
demic process with a finite time horizon and discrete state space. Let the epidemic evolve over integral decision times
{T ∈ N | 0 ≤ T < ∞}. At the start of each time interval (t, t + 1), a decision, ut, specifying the rate of vac-
cination (control) to apply must be made. Hence, ut is an element of a vector u of decisions of length T . The num-
ber of possible control rates is based on the number of partitions/partial rates of vaccination (control) allowed by the
model.10, 15, 16

Allowing for a changing population, and converting from continuous to discrete mathematics, creates the following
model:

St+1 = St + �φ(St + It + Et)� −
⌊

βItSt

St + It + Et

⌉
+ �τIt� − �δ1St� Equation 10.

Et+1 = Et +

⌊
βItSt

It + St + Et

⌉
− �µEt� − �δ2Et� Equation 11.

It+1 = It + �µEt� − �γIt� − �τIt� − �δ3It� Equation 12.

Rt+1 = �γIt�+ �δ1St�+ �δ2Et�+ �δ3It� Equation 13.

The notation, �·�, represents a rounding function (formed from half of the ceiling function notation and half of the
floor function notation) that forces the result to be a discrete value.15

The presented discrete model relies on a couple of core assumptions. First, the model relies on homogeneous mixing in
which exactly one infective comes into contact with exactly one susceptible during each time step (t, t + 1). Therefore,
it is only possible to spread the disease if the individual is actually infectious and not just infected (i.e., an individual
in the exposed class cannot infect a susceptible). Second, the model assumes that the time it takes for an individual to
transition from one subpopulation to another is negligible. Third, natural births and immigration results in only sus-
ceptible individuals, but individuals are able to emigrate or die from natural causes from any class. Therefore, R rep-
resents individuals who have been removed from the population due emigration, natural deaths, or deaths as a result
of the epidemic. Furthermore, at time t = 0, R0 = 0, but at time t > 0, Rt does not influence St+1, It+1, or Et+1.
Therefore, Rt does not effect the interaction term given by:

⌊
βItSt

St + It + Et

⌉
. Equation 14.
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Therefore the denominator for the interaction term is presented as It + St + Et, rather than N .3, 6, 10, 15, 16

In order to control the spread of the epidemic, one needs to impose a rate of vaccination to lower the transmission pa-
rameter, B. Letting u represent the control vector and ut represent the rate of vaccination used during each time step
(t, t+ 1), B can be defined as B = β(u). Therefore, B is a known decreasing function in u. For binary control,

β(u) =

{
β(0) = Bmax

β(σ) = Bmin,
Equation 15.

where Bmax > Bmin. Since Bmax and Bmin are probabilities of transmission, both Bmax, Bmin ∈ [0, 1]. For the
purposes of the binary model presented, ut ∈ {0, σ}, where one can either administer no vaccine (a zero vaccination
rate) or administer the maximum vaccination rate, σ. Therefore, a relationship exists between whether a control is ad-
ministered and the probability, β, of infection. If the rate of vaccination is zero, then the probability that the infection
spreads should be at its highest, Bmax. If the rate of vaccination administered is at its maximum, then the probability
that the infection spreads should be at its lowest, Bmin. The latter increases to reflect that the cost of eradicating a dis-
ease increases as its prevalence decreases, since it is harder to control a small and decreasing fraction of infectives.3

There is a cost associated with administering the vaccine in order to control the current infectives, but there is also a
cost associated with the cost per new infective. In the case of continuous mathematics, this can be modeled by mini-
mizing the objective (loss) function

L =

∫ T

0

[c1s+ c2γ] e
−αtdt, Equation 16.

where c1 is the social cost per infective, c2 is the cost of control per unit level of program effort, α is a discount rate,
and T represents a finite time horizon.18

Since the approach presented in this paper relies on discrete mathematics, the loss function used to calculate the cost at
a particular time step becomes:

Lt(u) =

⌊
βItSt

St + It + Et

⌉
CI + ut

St + It + Et

It + 1
, Equation 17.

where CI is the cost per new infective and ut is the control vector value at the current time step. If the number of par-
titions associated with the possible rates of vaccination is changed, ut will update accordingly to allow for the change in
granularity; thereby, influencing the cost associated with controlling the epidemic.

The cumulative loss function used to calculate the cumulative cost, Jt, is defined as follows:

Jt =

{
0 t = 0

Jt−1 + Lt t ≥ 1.
Equation 18.

Therefore,

Jt+1 = Jt +

⌊
β(ut)ItSt

St + It + Et

⌉
CI + ut

St + It + Et

It + 1
. Equation 19.

Therefore, the problem is to find the optimal control vector ut for {T ∈ N | 0 ≤ T < ∞} that minimizes Jt.3, 15

The problem can be expanded to allow for k-ary control in which the rate of vaccination does not need to be restricted
to either no vaccination or full vaccination. Therefore ut =

{
j
kσ, j = 0, ..., k

}
.3 In order to apply partial rates of vac-

cination, two assumptions must be made: First, it is assumed that there is a linear association between the cost and the
rate of vaccination being applied. Second, it is assumed that B remains a decreasing function of u, where B must be
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able to take on an infinite number of possible values rather than two points.3

Using the two intersection points, (0, Bmax) and (σ,Bmin), one can find the linear representation for β, as shown in
Equation 20.15, 16

β(u) =

(
Bmin −Bmax

σ

)
u+Bmax Equation 20.

Since the algorithm that will be utilized to solve the minimization problem will rely on an "intelligent" search of the
space of feasible solutions, a state space needs to be established. Let T = (V,A) be a graph with the following node and
arc set: V : (It, Jt) and A : ((It, Jt), (It+1, Jt+1)), such that:

It+1 = It(u), u ∈ {0, σ} Equation 21.

Jt+1 = Jt + L(It, u). Equation 22.

Figure 2 represents the initial time step in T for a binary control tree. The root is defined by I0 and J0, where I0 rep-
resents the initial number of infectives and J0 = 0 since the initial cumulative cost is zero. The left child, denoted by
u = 0, represents a vaccination rate of zero. The right child, denoted by u = σ, represents applying the maximum rate
of vaccination. The resulting nodes (I01 , J0

1 ) and (Iσ1 , J
σ
1 ) represent the two children of the root, where the subscripts

represent the current time step, t = 1, and the the superscripts, 0 or a σ, represents whether the vaccination rate was
zero or maximum. After the initial time step, the notation is simplified. Ii is defined to be the number of infectives at

I0,0

I01 ,J0
1 Iσ1 ,Jσ

1

u = 0 u = σ

Figure 2. Initial Time Step of a Binary Control Tree.

node i and Ji represents the cumulative cost at node i (i.e., the sum of all of the costs at each node on the path from
the root to node i), and ti is the level of node i. This assumes that tree T grows downward.15

To allow for additional rates of vaccination (partial levels of control), ut = { j
kσ, j = 0, ..., k}. Therefore, the resulting

decision tree is formed by a root with k + 1 children. Each child corresponds to a possible partial rate of vaccination,
as shown in Figure 3. As in the case of the binary control decision tree, Figure 3 represents the initial time step in T ,
where the root is defined by I0 and J0 = 0. The root’s k + 1 children represents a zero rate of vaccination, maximum
rate of vaccination, and k − 1 rates of partial control. As before, each child node has a subscript denoting the current
time step, and a superscript corresponding to the amount of control being applied.15

I0,0

I01 ,J0
1 I

1
kσ
1 ,J

1
kσ
1 . . . I

k−1
k σ

1 ,J
k−1
k σ

1 Iσ1 ,Jσ
1

u = 0 u = 1
k

σ u = k−1
k

σ u = σ

Figure 3. Initial Time Step of a K-ary Control Tree.
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In order to avoid an exponential expansion of the search space, especially as the number of partial vaccination rates
goes up, a method of pruning subtrees should be utilized to eliminate paths that lead to leaves that are guaranteed not
to yield optimal solutions.

Let T be a state space tree. Let i,j ∈ V (T ) s.t. i is a node at level ti and j is a node at level tj , ti ≥ tj , Ii = Ij , and
Jj ≤ Ji. Then Ti, the subtree generated by node i, can be pruned.15

The algorithm utilized to find the optimal solution seeks to minimize the cumulative cost of controlling an epidemic
over a finite time horizon. The algorithm begins with an initial number of infectives I0 and an initial cumulative cost
J0 = 0. The loss function is calculated for each of the possible levels of vaccination. A comparison is made at each step
according to the pruning technique above, so that large portions of the tree can be pruned. Pruning subtree Ti results
in a significant decrease in the number of paths that must be searched. Finally, the algorithm compares the resulting
cumulative costs at the leaves of the remaining paths to find the optimal solution.

NUMERICAL RESULTS
To demonstrate the utility of the algorithm, a series of numerical results are presented. Unless otherwise specified, the
parameter values are: T = 60, N0 = 500, S0 = 395, I0 = 100, E0 = 5, ut ∈ [0, 0.6], Bmax = 0.75, Bmin = 0.15, τ =

0.13, γ = 0.05, σ = 0.6, and CI = 0.65. For each scenario, two discrete graphs are presented. The graph on the
left represents the number of infected individuals (infectives) at each time step. The rate of vaccination graph on the
right represents the optimal control solution which minimizes the cost of controlling the epidemic over the finite time
horizon for the provided parameters.

The algorithm is initially applied to a binary control system, in which the rate of vaccination must be either 0 or 0.6.
Figure 4 shows the change in infected individuals and the applied rate of vaccination for a binary control system. Based
on the provided parameters, the optimal solution to minimize the cost of controlling the epidemic is to consistently
vaccinate at the maximum rate of 0.6 for the entire time horizon except for times t = 24, t = 25, t = 42, and t =

43. The initial vaccination effort is able to get the infectives down from 100 to 28 after the first 23 time steps. Once
the vaccination effort is stopped, the number of infectives begins to increase very quickly to 51 individuals by t = 27,
therefore, requiring the vaccination efforts to resume. The same scenario occurs at t = 44.

(a) Number of Infectives (b) Rate of Vaccination

Figure 4. Binary Control Experiment.

To demonstrate the algorithm’s effectiveness for non-binary control scenarios, a series of k-ary control experiments are
completed. Figures 5-7 demonstrates the effect of increasing the granularity of the vaccination efforts to allow for par-
tial rates of vaccination to be implemented. Figure 5 demonstrates the effect of adding one additional rate of vaccina-
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tion. Therefore, instead of being restricted to either applying no vaccination or the maximum rate of vaccination, the
3-ary control model also has the ability to choose to administer a 1

2 vaccination rate. Since the maximum allowable rate
of vaccination is 0.6, a 1

2 vaccination rate would correspond to a rate of 0.3. Hence, ut = {0, 0.3, 0.6}. The optimal
control solution shown is similar to the binary control. The algorithm administers the maximum rate of vaccination
until time t = 23 in order to rapidly decrease the number of infectives, after which an oscillatory pattern begins, tog-
gling off and on the control as needed to maintain control of the epidemic, while minimizing the cost. At time t = 24,
t = 36, and t = 52, a 0.3 vaccination rate is implemented; therefore, the algorithm is taking advantage of the increase
in granularity available. As far as the number of infectives goes versus time, the increase in granularity decreases the
heights of each of the peaks and results in three peaks, rather than two as in the binary experiment.

(a) Infectives (b) Rate of Vaccination

Figure 5. 3-Ary Control Experiment.

Increasing the granularity to 10 levels of partial vaccination results in the outputs shown in Figure 6. As one can ob-
serve, the graph of the number of infectives begins to smooth out. There is only one significant peak, which occurs at
time t = 26 and some rippling between t = 35 and t = 60. The graph of the rate of vaccination demonstrates that the
optimal solution is to control at the maximum rate for the first 22 time steps, before letting off to a vaccination rate of
0.47 at t = 23 and 0.13 at t = 24. Then, as the number of infectives increases, the need to apply a greater rate of vacci-
nation occurs, therefore, the vaccination rate at t = 25, t = 26, and t = 27 are 0.13, 0.47, and 0.6, respectively. At this
point, the rate of control applied oscilliates between 0.47 and 0.6 for the duration of the time horizon.

(a) Infectives (b) Rate of Vaccination

Figure 6. 10-Ary Control Experiment.
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Finally, Figure 7 represents 20 levels of control. As expected, the graph of the infectives continues to smooth out and
the rippling further disappears. This time the largest peak only gets back up to 35 infectives at time t = 26. This is due
to the increase in granularity as demonstrated in the rate of vaccination output. A similar oscillatory pattern occurs in
the 20-ary scenario as it did in the 10-ary scenario once the initial control of the epidemic occurs. Therefore, the rate
of vaccination is stepped up only as needed to regain control of the small, rippling peaks.

(a) Infectives (b) Rate of Vaccination

Figure 7. 20-Ary Control Experiment.

Having explored the effects of increasing the granularity of the vaccination efforts, an investigation into the effects of
changing the other parameters is carried out for the binary control experiment.

To begin, γ, the rate of death as a result of the infection is studied. Until this point, γ was set to 0.05. Figure 8 shows
the effect of decreasing γ to 0.02, thereby making the disease less deadly. In this case, it becomes difficult to control
the epidemic, since less individuals are leaving I and entering R. Therefore, the number of infectives which can trans-
mit the disease stays higher. Therefore, in order to get and maintain control of the spread of the epidemic, the optimal
solution is to continuously vaccinate at the maximum rate. As one can observe from the graph of the infectives, it is
necessary to control at the maximum rate to decrease the number of infectives from 100 to 49, where it plateaus for
the duration of the time horizon (t = 19 through t = 60).

(a) Infectives (b) Rate of Vaccination

Figure 8. Binary Control Experiment with γ = 0.02.
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Figure 9 demonstrates the effect of increasing the deadliness of the disease to γ = 0.08. In this case, less vaccination
is required to control the epidemic, since the disease is decreasing the number of individuals in I and moving them to
R. Therefore, the disease’s ability to kill its hosts acts as an internal control for the epidemic, so external intervention
becomes less necessary that it did for γ = 0.05. A general oscillatory pattern occurs with γ = 0.08, but there are
shorter periods in which the maximum rate of control is needed.

(a) Infectives (b) Rate of Vaccination

Figure 9. Binary Control Experiment with γ = 0.08.

Next, the effect of the recovery rate is analyzed. Until now the recovery rate, τ , has been set to 0.13. In Figures 10-11,
the effects of altering the recovery rate are shown. Figure 10 represents the effect of decreasing τ from 0.13 to 0.08. In
this case, it becomes harder to control the epidemic, because individuals in the infective class are no longer recovering
as quickly and reentering the class of susceptibles. Therefore, there are more infectives available at each time step able
to transmit the infection to a susceptible. Therefore, it becomes necessary to continuously vaccinate at the maximum
rate to maintain control of the epidemic and then maintain the constant number of infectives for the remaining portion
of time horizon. There is a fairly consistent decrease (approximately linear in appearance) in the number of infectives
between t = 1 to t = 38, after an immediate drop in the first time step. After time t = 38, the number of infectives
remains constant at 50.

(a) Infectives (b) Rate of Vaccination

Figure 10. Binary Control Experiment with τ = 0.08.

In Figure 11, τ is increased from 0.13 to 0.18. In this case, the rate at recovery of infectious individuals is higher, so
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more individuals are moving between I and S in each time step. Therefore, the need to intervene with vaccination is
decreased. The algorithm administers the maximum vaccination rate for the first 12 time steps to substantially decrease
the number of initial infectives. After the initial vaccination efforts, it adopts an oscillatory pattern to maintain control
with each peak in infectives.

(a) Infectives (b) Rate of Vaccination

Figure 11. Binary Control Experiment with τ = 0.18.

CONCLUSIONS
A discrete-oriented approach to epidemiological modeling and optimization is presented. A continuous model for an
Susceptible/Exposed/Infective/Removed/Susceptible (SEIRS) model was converted to a discrete representation in order
to more accurately reflect real-life discrete values. Additionally, the discrete model accounted for a changing population
at each time step. The algorithm utilized sought to find the minimum cost necessary to control an epidemic under a
finite time horizon and discrete state space. Using python coding software, the algorithm was effectively carried out
under various parameters and the numerical results were presented.

There are a couple of notable results from the completion of the research and numerical simulations. First, increasing
the granularity of the vaccination rates helped to smooth out the graph of infectives versus time, so there are smaller
significant peaks in the number of infectives, and the size of any rippling in the number of infectives is also minimized.
It is possible that a larger peak becomes smaller and the rippling that occurs afterwards may increase slightly, as the
number of infectives may be spread out throughout the duration of the time horizon. This was observed in the graph
of the infectives for the 10-ary versus 20-ary control experiments. A second notable result occurred with changing the
values of τ or γ. If the rate of death for the disease (γ ) is decreased or the recovery rate (τ ) is decreased, it became
more difficult to control the epidemic. Therefore, the optimal solution was to administer the maximum rate of vac-
cination for the entire time horizon. If γ or τ is increased, it becomes easier to control the epidemic. In the case of
an increased τ value, the number of individuals recovering increased, so there were less infectives at each time step to
spread the disease; therefore, less vaccination efforts were required to control the epidemic. In the case of an increased γ

value, the infection’s increase in deadliness results in less need to vaccinate, since the disease kills more infectives at each
time step; therefore, preventing the ability to transmit the disease to additional individuals.
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PRESS SUMMARY
This research presents an optimal control model for epidemiology assuming a finite time period and discrete time steps.
This research develops a Susceptible/Exposed/Infective/Removed/Susceptible (SEIRS) model and incorporates a chang-
ing population variable to account for births/deaths and immigration/emigration. A series of numerical results are pre-
sented using python software and graph generation. The research presented is of particular interest in the wake of the
COVID-19 pandemic and can be applied to various SEIRS epidemics for research and modeling purposes.
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ABSTRACT 
South Asian American (SA) women are diagnosed with more aggressive breast cancer than non-Hispanic White (NHW) women. 
Understanding the factors associated with the types of surgery received by these women sheds light on disease management in 
these culturally distinct populations. We used data on age at diagnosis, stage, grade, estrogen and progesterone receptors, and 
surgery from 4,590 SA and 429,030 NHW breast cancer cases in the Surveillance, Epidemiology and End Results (SEER) 
program. We used logistic regression with surgery as the binary outcome (subcutaneous, total, or radical mastectomy (STRM) 
versus partial mastectomy, no, unknown or other (PNUM)) and included additive effects of all the variables and interactions of 
age, stage, grade, and estrogen and progesterone receptors with race/ethnicity. Type I error of 5% was used to assess statistical 
significance of the effects. SA were significantly more likely than NHW cases to receive STRM relative to PNUM surgery among 
women diagnosed at or after age 50 years and having localized stage disease (Odds Ratio (OR) = 1.27, 95% Confidence Interval 
(CI) = 1.06 – 1.52). Further, SA were significantly less likely than NHW cases to receive STRM relative to PNUM surgery among 
those diagnosed before age 50 years and having regional or distant stage disease (OR = 0.75, 95% CI = 0.59 – 0.95 for age at 
diagnosis < 40 years; OR = 0.77, 95% CI = 0.62 – 0.95 for age at diagnosis 40-49 years). The type of surgery received by SA and 
NHW women differ according to age at diagnosis and disease stage.   
 
KEYWORDS 
Breast Cancer; Surgery; Cancer Health Equity; Disease Characteristics; South Asian American; Non-Hispanic White; Logistic 
Regression; Interaction 

 
INTRODUCTION 
South Asians (SA) are individuals with origins in Bangladesh, Bhutan, India, Maldives, Nepal, Pakistan, and Sri Lanka. SA are a 
fast-growing minority population in the U.S, increasing by about 40% from around 3.9 million in 2010 to around 5.4 million in 
2017.1 SA women in the U.S confront a wide range of chronic diseases, including breast cancer. They are more likely than non-
Hispanic White (NHW) women to be diagnosed with aggressive breast cancers characterized by younger age, regional or distant 
stage tumors, higher grade tumors, and estrogen receptor (ER)-negative tumors at the time of diagnosis.2 There are many 
different surgical treatments available for breast cancer. The most common types of surgery are lumpectomy and mastectomy.3, 4 
Lumpectomy, also known as partial mastectomy, is a surgery to remove part of the breast that is affected by cancer.5 There are 
various types of mastectomies – subcutaneous, total, or radical mastectomy – that involve removal of the entire breast, with or 
without the nipple, the areola, major muscles of the chest wall, and axillary or central lymph nodes.6 In the U.S, early-stage breast 
cancers may be treated with lumpectomy, while large or later stage breast cancers may be removed by mastectomy.7 In contrast, 
the rate of mastectomy relative to lumpectomy for breast cancers is high in Asian countries, regardless of disease stage.8 Little is 
known about surgical treatment for breast cancer among SA women in the U.S, whether SA women are more likely than NHW 
women to undergo mastectomy, and whether any differences in surgery between SA and NHW persists after adjusting for tumor 
characteristics. To address this gap, we undertook this study to examine factors associated with type of breast cancer surgery in 
SA and NHW women using data from the National Cancer Institute’s Surveillance, Epidemiology, and End Results (SEER) 
program.9 Understanding whether mastectomy rates are high among SA women in the US even after accounting for tumor 
characteristics such as stage can provide valuable insights into breast cancer-related treatment decisions in this culturally distinct 
minority population.  
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METHODS AND PROCEDURES 
Data Source 
We extracted breast cancer data from 18 population-based SEER registries that cover about 28% of the U.S. population9. We 
completed a data use agreement with SEER and downloaded a case listing of female breast cancers diagnosed between the years 
2000 and 2016 via the SEER*Stat software package.9 Using the International Statistical Classification of Diseases (ICD), we 
abstracted data corresponding to ICD code “ICD-O-3: Breast from ages 0 to 85+”. This ICD classification includes the following 
breast cancers: 8500/3: Infiltrating duct carcinoma, NOS; 8521/3: Infiltrating ductular carcinoma; 8522/3: Infiltrating duct and 
lobular carcinoma; 8523/3: Infiltrating duct mixed with other types of carcinoma; and 8524/3: Infiltrating lobular mixed with 
other types of carcinoma, 8540/3: Paget disease, mammary; 8541/3: Paget disease and infiltrating ductal carcinoma of breast; and 
8543/3: Paget disease and intraductal carcinoma.  
 
Outcome Variable 
We obtained surgery information from the SEER variable “RX Summ—Surg Prim Site (1998)+” and used SEER surgery codes10 
to categorize this variable as subcutaneous mastectomy (surgery code 30), total mastectomy (surgery codes 40-49 and 75), radical 
mastectomy (surgery codes 50-74), partial mastectomy (surgery codes 20-24), no surgery (code 0), other surgery (codes 19 or 90), 
and unknown if surgery performed since patient information is from death certificate only (code 99). The binary outcome in our 
study was surgery, categorized as subcutaneous, total, or radical mastectomy (abbreviated as STRM) and partial mastectomy, no, 
other or unknown surgery (abbreviated as PNUM).  
 
Explanatory Variables 
The explanatory variables were age at diagnosis, race/ethnicity, tumor stage, tumor grade, estrogen receptor (ER) status, and 
progesterone receptor (PR) status. We used the SEER variable “Age recode with < 1 year olds” to obtain age at diagnosis of 
breast cancer. We used the SEER variable “Race/ethnicity” to obtain data from non-Hispanic White (NHW), Asian Indian or 
Pakistani, NOS (1988+), Asian Indian (2010+), and Pakistani (2010+) women. The latter three race/ethnicity consisting of 
women of Asian Indian or Pakistani origin were grouped as South Asian (SA). We obtained tumor stage using SEER variables 
“SEER Summary Stage 1977”, “SEER Summary Stage 2000” and “SEER Combined Summary Stage 2000” for cases diagnosed 
in 2000, from 2001 to 2003, and from 2004 to 2016, respectively, and categorized stage as localized, regional, distant, and 
unknown. SEER variable “Grade” provides tumor grade as I, II, III, IV, or unknown. SEER variables “ER Status Recode Breast 
Cancer (1990+)” and “PR Status Recode Breast Cancer (1990+)” provide ER and PR statuses, respectively, as positive, negative, 
borderline, or unknown. Patients with unknown stage or grade and unknown or borderline ER or PR statuses were removed 
from analyses.  
 
Statistical Analysis 
We calculated mean and standard deviation (SD) to examine baseline characteristics of age at diagnosis and calculated frequencies 
and proportions to examine baseline characteristics of race/ethnicity, stage, grade, ER status, PR status and surgery. We obtained 
boxplot of age at diagnosis of breast cancer of SA and NHW women receiving STRM and PNUM surgeries. We used a two-
sample t-test to compare the mean age at diagnosis of breast cancer between SA and NHW women, and chi-squared tests to 
compare frequencies of race/ethnicity, stage, grade, ER status and PR status between SA and NHW women. Prior to conducting 
further analyses, we categorized age at diagnosis as “< 40 years”, “40 – 49 years”, and “≥ 50 years”. These age categories have 
been previously used in breast cancer studies and are taken to denote early-onset disease (age < 40 years), onset during 
perimenopausal period (age 40-49 years), and onset during post-menopausal period (age ≥ 50 years).2 We also created binary 
variables for stage (localized versus regional or distant) and grade (I and II versus III and IV). Table 1 shows all the variables and 
their categories used in our analyses.  
 
Using these categorized variables, we conducted logistic regression analyses to evaluate the association between age at diagnosis, 
stage, grade, ER and PR statuses and surgery.11 First, we conducted univariable logistic regression analyses to gain insights into 
relationships between each explanatory variable and surgery type without adjusting for other explanatory variables. Next, we fitted 
two multivariable logistic regression models – first by including only additive effects of all the explanatory variables, and next by 
including all the additive effects and pairwise multiplicative interactions between race/ethnicity and age, stage, grade, ER status, 
and PR status. We calculated odds ratios (OR) and 95% confidence intervals (CI) and tested the statistical significance of the odds 
ratios using Wald tests. In the multivariable model with interaction terms, we derived odds ratios for race/ethnicity in distinct 
categories of age at diagnosis and stage as shown in the Appendix. All hypothesis tests were conducted at 5% type I error.  
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 Binary Categories 
Variables in analysis Category 0 (or baseline category) Category 1 (or comparison category) 
Outcome Variable   

Surgery (mastectomy type) Partial, None, Unknown, Other (PNUM) Subcutaneous, Total, Radical (STRM) 
   

Explanatory Variables   
Age   

Age 40 years Age ≥ 50 years Age < 40 years 
Age 40-49 years Age ≥ 50 years Age 40-49 years 

Race Non-Hispanic White South Asian 
Grade I and II III and IV 
Stage Localized Regional and Distant 
ER Positive Negative 
PR Positive Negative 

Table 1. Variables used in the analysis and their binary categories. Note that since age has 3 categories, we created two dummy variables corresponding to the 
categories Age < 40 years and Age 40-49 years, keeping Age ≥ 50 years as the baseline category.  

 
When the 95% CI for an OR corresponding to a variable included the value 1, the corresponding p-value for the Wald test also 
exceeded 0.05 as expected, suggesting no statistically significant association between the variable and surgery type or suggesting 
that individuals from distinct categories of that variable were equally likely to receive STRM relative to PNUM surgery at the 5% 
significance level. A statistically significant odds ratio for an interaction between race/ethnicity and another variable was taken as 
an indication that the effect of race/ethnicity on type of surgery differed across the categories of that variable.  
 
The multivariable models fitted were evaluated using goodness-of-fit measures such as Akaike information criterion (AIC), Bayes 
information criterion (BIC), and area under the receiver operating characteristic curve (AUC). The AIC is defined as negative two 
times the maximum log-likelihood plus two times the number of parameters in the model. The BIC is defined as two times the 
maximum log-likelihood subtracted by the number of parameters in the model times the log of the sample size. The AUC is a 
measure of how well the model is able to distinguish between the binary surgery types. The best fitting logistic regression model 
among those considered will ideally have the smallest AIC and BIC and the largest AUC.  
 
All statistical analyses were conducted using the R programming language (version 3.6.3).12 
 
RESULTS 
We obtained data for a total of 449,040 SA and NHW female breast cancer cases diagnosed between 2000 and 2016 from SEER. 
After removing cases with unknown stage, unknown grade, and unknown or borderline ER and PR statuses, the dataset for our 
analysis included 4,590 SA and 429,030 NHW cases. Table 2 shows the patients’ characteristics. Figure 1 shows boxplots of age at 
diagnosis of breast cancer in SA and NHW cases receiving STRM and PNUM surgery. SA cases were more likely to be younger 
than NHW cases among women receiving STRM surgery (mean (SD) age at diagnosis = 52.6 (13.6) years for SA and 59 (14.3) 
years for NHW; p < 0.05) and among those receiving PNUM surgery (mean (SD) age at diagnosis = 55.2 (12.7) years for SA and 
62.4 (13.0) years for NHW; p < 0.05). Further, in both STRM and PNUM surgery groups, SA cases were significantly more likely 
to have regional or distant stage, higher grade, ER negative and PR negative tumors than NHW cases (p < 0.05 for all 
comparisons).  
 
Table 3 provides the results of univariable and multivariable logistic regression analyses. In univariable analyses (column 3 of 
Table 3), the characteristics of cases that were significantly more likely to receive STRM surgery relative to PNUM surgery 
included younger age, regional or distant stage, higher grade, ER negative, and PR negative tumors. Further, SA cases were 
significantly more likely than NHW cases to receive STRM relative to PNUM surgery (OR = 1.25, 95% CI = 1.18 – 1.33).  
 
In all the multivariable analyses considered, cases with younger age at diagnosis, regional or distant stage, higher grade, ER 
negative status and PR negative status were significantly more likely to receive STRM relative to PNUM surgery. In multivariable 
analyses that included only additive effects (column 4 of Table 3), there was no statistically significant association between 
race/ethnicity and surgery type: both SA and NHW cases were equally likely to receive STRM relative to PNUM surgery (OR = 
1.03, 95% CI = 0.97, 1.10). In contrast, in multivariable analyses that included additive and interaction effects (column 5 of Table 
3), race/ethnicity had a statistically significant interaction with age at diagnosis and stage, thus highlighting the critical role of these 
variables on the relationship between race/ethnicity and surgery type. Table 4 gives the odds ratios for race/ethnicity in distinct 
categories of age at diagnosis and stage. Among cases with localized stage disease diagnosed before age 40 years and between age 
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40-49 years, SA and NHW women were equally likely to receive STRM relative to PNUM surgery (OR = 0.94, 95% CI = 0.77 – 
1.14 for age at diagnosis < 40 years; OR = 0.96, 95% CI = 0.80 – 1.15 for age at diagnosis 40-49 years). However, among cases 
with localized disease diagnosed at age 50 years or later, SA women were significantly more likely than NHW women to receive 
STRM relative to PNUM surgery (OR = 1.33, 95% CI = 1.19 – 1.48). In contrast, among cases with regional or distant stage 
disease diagnosed before age 40 years and between age 40-49 years, SA women were significantly less likely than NHW women to 
receive STRM relative to PNUM surgery (OR = 0.79, 95% CI = 0.63 – 0.98 for age at diagnosis < 40 years; OR = 0.80, 95% CI 
= 0.69 – 0.93 for age at diagnosis 40-49 years). However, among cases with regional or distant stage disease diagnosed at age 50 
years or later, SA women and NHW women were equally likely to receive STRM relative to PNUM surgery (OR = 1.12, 95% CI 
= 0.98 – 1.27).  
 

 STRM Surgery PNUM Surgery 

Variable 
NHW 

(N = 159,533) 
SA 

(N = 1,956) 
NHW 

(N = 269,497) 
SA 

(N = 2,634) 
Age Mean: 59.03 SD: 14.26 Mean: 52.63 SD:13.53 Mean: 62.36 SD: 12.99 Mean: 55.17 SD: 12.74 

Grade  
Grade I 23,944 182 66,523 455 
Grade II 65,713 744 114,995 1,036 
Grade III 62,959 929 76,800 1004 
Grade IV 1,513 17 1,684 16 

Stage  
Localized 82,152 930 195,244 1,708 
Regional 72,428 961 59,763 722 
Distant 4,626 60 12,608 174 

ER Status  
Positive 124,042 1,445 226,104 2,100 
Negative 35,491 511 43,393 534 

PR Status  
Positive 106,566 1,255 198,461 1,870 
Negative 52,967 701 71,036 764 

Table 2. Median and standard deviation (SD) of age at diagnosis of breast cancer and frequencies of grade, stage, ER status and PR status for SA and NHW 
breast cancer patients receiving STRM and PNUM surgery.  

 

 
Figure 1. Boxplot of age at diagnosis of breast cancer of non-Hispanic White (NHW) and South Asian (SA) cases receiving PNUM and STRM surgery. 
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The multivariable model with additive and interaction terms had the smallest AIC but not the smallest BIC (Table 3). It had the 
same AUC as the multivariable additive model. As a benchmark for comparison, a multivariable additive model without 
race/ethnicity had AIC of 541585, BIC of 541661.8, and AUC of 0.6516 which are considerably worse than models containing 
race/ethnicity (detailed result of latter model is not shown).  
 
 
 

Variable Category 

Odds Ratio (95% CI) 

Univariable Analysis 

Multivariable Analysis 
Model with additive 

effects only 
Model with Additive and 

interaction effects 
Additive effects     

Race/ethnicity SA 1.25 (1.18, 1.33) 1.03 (0.97, 1.10) 1.33 (1.19, 1.48) 
 NHW 1.0 1.0 1.0 
     

Age <40 years 2.56 (2.49, 2.64) 2.34 (2.27, 2.41) 2.36 (2.28, 2.43) 
 40-49 years 1.55 (1.52, 1.57) 1.53 (1.51, 1.56) 1.54 (1.51, 1.57) 
 ≥ 50 years 1.0 1.0 1.0 
     

Stage Regional or distant 2.51 (2.48, 2.54) 2.39 (2.35, 2.42) 2.39 (2.36, 2.42) 
 Localized 1.0 1.0 1.0 
     

Grade III or IV 1.66 (1.64, 1.68) 1.28 (1.26, 1.30) 1.28 (1.26, 1.30) 
 I or II 1.0 1.0 1.0 
     

ER status Negative 1.49 (1.47, 1.51) 1.07 (1.05, 1.10) 1.07 (1.05, 1.10) 
 Positive 1.0 1.0 1.0 
     

PR status Negative 1.39 (1.37, 1.41) 1.15 (1.12, 1.17) 1.15 (1.12, 1.17) 
 Positive 1.0 1.0 1.0 
     

Interaction effects     
Race/ethnicity * Age SA * Age < 40 years -  -  0.70 (0.58, 0.85) 

 SA * Age 40-49 years -  -  0.72 (0.62, 0.83) 
     

Rage * Stage SA * regional or distant -  -  0.84 (0.74, 0.95) 
     

Race * Grade SA * Grade III or IV -  -  0.94 (0.82, 1.08) 
     

Race * ER SA * ER negative -  -  0.96 (0.77, 1.19) 
     

Race * PR SA * PR negative -  -  0.99 (0.82, 1.21) 
     

AIC   521985.5 521955.6 
BIC   522073 522108.7 
AUC   0.6524 0.6524 

Table 3. Results of univariable and multivariable logistic regression analyses.  
 
 

 
 

Age Stage Odds Ratio (OR) 95% Confidence Interval (CI) 

< 40 years Localized 0.94 0.77, 1.14 
Regional / Distant 0.79 0.63, 0.98 

    

40-49 years Localized 0.96 0.80, 1.15 
Regional / Distant 0.80 0.69, 0.93 

    

≥ 50 years Localized 1.33 1.19, 1.48 
Regional / Distant 1.12 0.98, 1.27 

Table 4. Odds ratio for receiving STRM relative to PNUM surgery for SA race/ethnicity compared to NHW race/ethnicity in distinct categories of age and stage, 
and 95% confidence interval (CI). These results are based on multivariable logistic regression model with additive and interaction terms,  
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DISCUSSION 
Surgery is one of the treatments available for breast cancer. Lumpectomy or partial mastectomy and mastectomy are the common 
surgical treatments for breast cancer. Mastectomy is more common than lumpectomy in Asian countries, regardless of disease 
stage. However, little is known about the use of mastectomy versus lumpectomy among breast cancer cases of SA race/ethnicity, 
who are among the fast-growing minority populations in the U.S, and how this compares to the use of surgeries among NHW 
breast cancer cases. Therefore, in this study, we examined factors associated with type of surgery (STRM versus PNUM) among 
female SA versus NHW breast cancer cases using data from SEER. Our analyses showed that: (i) there are statistically significant 
differences between SA and NHW breast cancer cases in the use of STRM relative to PNUM surgery; and (ii) these differences 
vary according to age at diagnosis and stage.  
 
Our analyses showed the importance of interactions of race/ethnicity with age and stage. While the model with interactions had 
the smallest AIC, its BIC was larger than that of an additive model. This could be because BIC penalizes for having more terms in 
the model.  
 
There can be several reasons why SA are more likely than NHW to have STRM relative to PNUM surgery when their disease is 
diagnosed at or after age 50 and they have localized stage disease but are less likely than NHW to have STRM relative to PNUM 
surgery when their disease is diagnosed before age 50 and they have regional or distant stage disease. Cultural factors are known 
to play a role in treatment preferences of female Chinese American breast cancer patients.13 Health decisions of South Asian 
women living in Canada are strongly influenced by family and community responsibilities.14 Further research is needed to examine 
cultural aspects of treatment preferences among South Asian American women, i.e., South Asian women living in the United 
States. Whether other factors such as comorbidities play a role in surgery decisions of SA women is also an important question 
that requires further research. 
 
Our work has several strengths and limitations. A strength of our study is the significance of our research question since SA are a 
rapidly growing minority population in the U.S and, hence, understanding their breast cancer health and treatment decisions is 
important. Another strength of our study is the availability of data on a large number of SA and NHW cases from SEER.  
 
Several limitations must be considered when evaluating the results of our study. The registries included in the SEER 18 database 
cover only 28% of the entire US population. There is a large SA population in other major cities such as Chicago, Dallas, 
Houston, New York, and Washington DC that are not included in the databases that we have used in this study. The SA cases in 
our study are of Asian Indian and Pakistani origin. Cases with ancestry from other SA countries – Bangladesh, Bhutan, Maldives, 
Nepal, and Sri Lanka – are not included in our study since their race/ethnicity are not available through SEER. Our analyses are 
not adjusted for comorbidities since these data are not available through SEER. A well-designed study of SA and NHW cases will 
be required to address these limitations.  
 
CONCLUSIONS 
Our analyses illustrated the important role of interaction terms in logistic regression model. An additive multivariable logistic 
regression model showed that SA and NHW cases were equally likely to receive STRM relative to PNUM surgery. Including 
interactions between race/ethnicity and age as well as stage revealed that differences in the type of surgery between SA and NHW 
varied according to age and stage categories. Disease characteristics play a key role on the type of surgery received by SA and 
NHW breast cancer patients. Further research is needed to gain insights into reasons underlying the choice of surgery made by SA 
women with specific disease characteristics.  
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PRESS SUMMARY 
South Asians (SA) are a fast-growing minority population in the U.S and confront a wide range of chronic disease, including 
breast cancer. SA women are diagnosed with more aggressive breast cancer than non-Hispanic White (NHW) women, 
characterized by younger age at diagnosis, regional or distant stage, higher grade, and ER negative tumors. Surgery – especially 
lumpectomy or mastectomy – is one of the treatments available for breast cancer. In the U.S, lumpectomy is used to treat early-
stage breast cancers, while mastectomy is used for later stage breast cancers. In contrast, mastectomy is more commonly used in 
Asian countries, regardless of disease stage. It is important to understand the type of surgery and the factors that contribute to 
determining the type of surgery in SA breast cancer cases in the U.S relative to NHW cases. Our analyses reveal differences in the 
type of surgery received by SA and NHW breast cancer cases, and these differences vary according to age at diagnosis and disease 
stage. Further research is needed to gain deeper insights into these differences.  
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APPENDIX 
The Results section of the paper includes odds ratios corresponding to race/ethnicity in distinct subgroups of age and stage. The 
approach we used to obtain these odds ratios are given below.  
 
Denote  as the probability that a person receives STRM surgery, given age, race/ethnicity, stage, grade, ER and PR. The logistic 
regression model consisting of interaction of race with age and stage is:  
 

log{  / (1 - ) } = b0 + b1*x1 + b2*x2 +  b3*race + b4*stage + b5*grade + b6*er + b7*pr +  
d1*x1*race + d2*x2*race + d3*stage*race  

 
The left hand of this model is known as the natural logarithm of odds or log-odds. The explanatory variables on the right hand 
side are as follows. First, x1 and x2 are dummy variables corresponding to age at diagnosis such that x1 = 1 if a person’s age at 
diagnosis is < 40 years and x1 = 0 otherwise, and x2 = 1 if a person’s age at diagnosis is between 40 and 49 years and x2 = 0 
otherwise. Thus, x1 = 0 and x2 = 0 for person whose age at diagnosis is ≥ 50 years. Further, stage, grade, er, pr, and race are 
binary variables coded as given in Table 1 of the manuscript. The model parameters are as follows: b0 is the y-intercept, bi (b1, b2, 
b3, etc.) are the additive effects of the explanatory variables and di (d1, d2, d3) are the effects of the interaction of race with age at 
diagnosis categories and stage, respectively. Although our multivariable analysis reported in the Results section includes 
interaction of race with grade, ER and PR, we have not included these interactions in writing the above model for simplicity of 
exposition. [Further, the estimated parameters for interactions of race grade, ER and PR are very small (near 0) and are not 
statistically significant in our analyses. Hence, including these interaction terms did not impact our estimated odds ratios 
corresponding to race in distinct categories of age and stage] 
 
Odds ratio corresponding to SA relative to NHW race among those diagnosed at age ≥ 50 years and having localized 
stage disease and 95% CI:  
Consider a person of age at diagnosis ≥ 50 years with localized stage disease and NHW race. For this person, x1 = 0, x2 = 0, race 
= 0 and stage = 0. Plugging these values into the above model, the log-odds for this person will be: b0 + b5*grade + b6*er + 
b7*pr. Consider a person of age at diagnosis ≥ 50 years with localized stage disease and SA race. For this person, x1 = 0, x2 = 0, 
race = 1 and stage = 0. The log-odds for this person will be: b0 + b3 + b5*grade + b6*er + b7*pr.  
 
To get the odds ratio of STRM versus PNUM surgery in SA race relative to NHW race among those of age at diagnosis ≥ 50 
years and localized stage disease, take the difference between the two log odds and then the exponent of that. The difference 
between the two log odds is simply b3. Hence, the odds ratio is exp{ b3 }.  
 
The standard error corresponding to the estimated value of b3 can be obtained from the covariance matrix output of the logistic 
regression model in the R programming language. Suppose we denote this as SE3. The 95% CI for the above odds ratio can be 
approximated as exp{ b3 +/- 1.96 * SE3 }.  
 
Odds ratio corresponding to SA relative to NHW race among those diagnosed at age ≥ 50 years and having regional or 
distant stage disease and 95% CI:  
 
Consider a person of age at diagnosis ≥ 50 years with regional or distant stage disease and SA race. For this person, x1 = 0, x2 = 0, 
race = 0 and stage = 1. The log-odds for this person will be: b0 + b4 + b5*grade + b6*er + b7*pr. Consider a person of age at 
diagnosis ≥ 50 years with regional or distant stage disease and SA race. For this person, x1 = 0, x2 = 0, race = 1 and stage = 1. 
The log-odds for this person will be: b0 + b3 + b4 + b5*grade + b6*er + b7*pr + d3. 
 
The difference between the two log odds is b3 + d3. Thus, the odds ratio for STRM relative to PNUM surgery in SA compared to 
NHW women with age at diagnosis ≥ 50 years and having regional or distant stage disease is exp{ b3 + d3 }.  
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To calculate a 95% CI for this odds ratio, we need the standard error of b3 + d3. We shall denote this standard error as SE34. It is 
the square root of the variance i.e., SE34 is the square root of the variance Var(b3 + b4), which is given by Var(b3) + Var(d4) + 
2*Cov(b3, d4). These variances and covariances can be obtained from the covariance matrix output of the logistic regression 
model in the R programming language. The 95% CI can then be approximated as: exp{ b3 + d4 +/- 1.96 * SE34 }.  
 
The odds ratios can be written in this manner for other categories of age and stage.  
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ABSTRACT 
How do people behave in the face of uncertainty? Some studies suggest that even when they are unaware of how others will 
behave, people default to cooperative behavior; however, other research suggests that uncertainty leads to more competitive 
behavior. Little research has examined how individual differences moderate such behavioral decisions. This study proposes that a 
stable (dispositional) sense of justice may, ironically, lead to more competitive behavior. Specifically, people who score highly in 
belief in a just world, system justification, and religiosity, and low in ambiguity tolerance may be more inclined to compete rather 
than cooperate because they believe people who experience positive outcomes deserve those outcomes regardless of the means 
taken to achieve them. Across two studies, participants (N = 288) engaged in a prisoner’s dilemma game — a task where they 
must choose to compete or cooperate — and completed the aforementioned individual difference measures. Results show that 
people tended to cooperate, but those high in system justification and belief in a just world were more likely to compete. In other 
words, people with a strong sense of cosmic justice were likely to exhibit competitive behavior under uncertain conditions. 
 
KEYWORDS 
Ambiguity Tolerance; Competition; Cooperation; Just World Beliefs; Prisoner’s Dilemma; Prosocial Behavior; Religiosity; System 
Justification; Uncertainty 

 
INTRODUCTION 
With the rise of the COVID-19 pandemic, economic turmoil, and the threat of international conflict, our society lives with a great 
amount of daily uncertainty. Amidst this uncertainty, people must decide how to interact with one another. Many choose to 
compete (e.g., hoarding groceries and toilet paper). Others choose to cooperate (e.g., socially distancing and wearing masks). Why 
do some choose one strategy over the other? Might one’s sense of cosmic justice impact their social behavior in times of 
uncertainty?  
 
Uncertainty, in the sense that individuals have no information about how others will behave, is a complex issue that has been 
tackled across fields, including philosophy, computer science, economics, business management, sociology, and psychology.1–9 
Research into uncertainty’s effect on human behavior suggests a lack of consensus. Prior studies — although limited in number10 
— have shown a dialectical struggle between cooperation and competition. Psychological research has yet to explore specifically 
how such ‘cosmic uncertainty’ — as defined in this study as the general feeling that worldly events are random, lacking order or 
fairness — affects social decision-making. Individuals who believe in randomness believe that good life behaviors may not result 
in good life outcomes. For instance, a person who donates money to charity is no more or less likely to contract a terminal illness 
than someone who does not donate to charity. Conversely, ‘cosmic justice’ is operationally defined as the general feeling that the 
world is a just, fair place where people generally get what they deserve. People who believe in cosmic justice are more inclined to 
believe that good things happen to good people and bad things happen to bad people. Thus, a person who donates money to 
charity may have a lower probability of contracting a terminal illness than someone who does not donate to charity. There is no 
single scale assessing a sense of cosmic justice, but there are many adjacent scales which will be introduced in the “Individual 
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Differences” section below. First, it is worth examining people’s general tendencies toward cooperative versus competitive 
behavior when situations do not explicitly call for one behavior or the other. 
 
Uncertainty and Cooperation 
Some studies suggest that people performing tasks with others default to cooperative behavior.1, 2 This means that humanity’s 
altruistic tendencies tend to outweigh situational uncertainty. One reason to default to altruism is the concept of evolutionary 
fitness.11 Evolutionary psychology delves into how human and animal behavior tends to maximize the agent’s evolutionary fitness 
— the ability to pass on our gene pool in the form of offspring. Our human ancestors were more likely to survive and pass along 
their genes if they cooperated with those who they are related to — such as offspring and family members. Early humans faced 
uncertainty; by working together, as opposed to competing with each other, they were able to hunt large game that could feed all.  
 
There are, too, more practical purposes for cooperation. For example, people factor their reputation into their competitive or 
cooperative decision-making processes.12 When an individual is pitted against another person in multiple social situations, they 
tend to avoid giving negative impressions of themselves so as not to harm any potential future relationship. Indeed, in studies of 
game theory, participants tend toward cooperation and mutual respect — especially when they are aware that they will be playing 
multiple games in succession with that same partner.12 Thus, there is reason to believe that, under conditions of uncertainty, 
human behavior tends to favor cooperation over competition.  
 
Uncertainty and Competition 
However, other evidence suggests that uncertainty leads to more displays of competitive behavior. For instance, students in the 
classroom who are ranked against each other tend to withhold assistance from their peers.3 This competitive effect was seen when 
personal and peer rankings were unknown suggesting that uncertainty plays a significant role in the decision-making process. 
When resources are scarce and people do not know their likelihood of attaining those resources, they hold less regard for others.13  
 
Similarly, fellow employees are more likely to compete rather than cooperate when payoffs are uncertain.14 Employees at all levels 
in a performance-based compensation scheme who did not know how many ‘winners’ would be named competed against each 
other at a much higher rate. This willingness to enter into competitive behavior was strictly determined by the ambiguous payoff 
conditions for the employees.  
 
Thus, the effect uncertainty has on social decision-making is not fully understood15 as researchers have arrived at competing 
conclusions.  
 
Individual Differences in World Beliefs 
To predict whether people will compete or cooperate in uncertain conditions, it may be helpful to examine the world beliefs 
people tend to carry into situations. In other words, do people generally believe in randomness or cosmic justice? The purpose of 
this study is to see whether individual differences in justice beliefs predict behavioral outcomes, namely cooperation or 
competition. Such individual differences include belief in a just world,16 ambiguity tolerance,17 and system justification.18 Belief in a 
just world is one’s tendency to believe that people tend to get what they deserve.16 Ambiguity tolerance is defined as a measure of 
one’s preference and comfortability with uncertain conditions.17 Similarly to just world beliefs, system justification measures how 
well individuals believe the current system — either cultural, societal, organizational, or economic — is inherently justified.18 Each 
of these individual differences relates to beliefs in cosmic justice. Specifically, people who score highly in belief in a just world and 
system justification and low in ambiguity tolerance would be more inclined to believe that good things tend to happen to good 
people. 
 
Current Study 
This study proposes that people who have a stronger inherent sense of justice may engage in more competitive (versus 
cooperative) behavior. Whereas cooperation tends to benefit the group, competition tends to benefit the individual. So, people 
with a strong sense of justice may feel entitled to the individual spoils of competition and attribute their positive outcomes to 
cosmic justice rather than their individual decision to compete. To examine this hypothesis, participants in this study completed a 
prisoner’s dilemma game. The prisoner’s dilemma game is a two-player game in which each player can choose to either cooperate 
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or compete.19 However, the game is played without knowing what one’s partner selected, and outcomes are mutually determined 
such that competing tends to benefit the individual and cooperating tends to benefit the group. Thus, the prisoner’s dilemma 
game is a perfect vehicle to study competition and cooperation when outcomes are uncertain. 
 
Participants in this study attended virtual game sessions where they played a simple prisoner’s dilemma game with others they met 
at the sessions. Sessions were designed to maximize participants’ uncertainty as to how others would behave. Two studies were 
conducted. This exploratory first study aimed to understand whether and how people’s belief systems predicted their competitive 
versus cooperative behavior. The second study aimed to experimentally manipulate conditions of cosmic uncertainty by priming 
participants with a fair or unfair condition. Additionally, a religiosity index was added to the second study as people who are 
highly religious generally have a strong sense of cosmic justice. Thus, it may show similar or related results to the original three 
scales in situations of competition.  
 
METHODS AND PROCEDURES 
Study 1 
Participants 
Students were recruited from introductory psychology courses (N = 151) at a large midwestern university for course credit. 
Though demographic information was not collected for this sample, here demographics data from the subject pool at large is 
reported and from our own past studies. Subject pool participants are generally 61% Female, 59.6% White, and average 18.9 years 
old. Participants signed up for times resulting in groups of no less than three and no more than ten. Use of this sample was 
authorized by the authors’ Institutional Review Board who deemed the current line of research exempt (HUM00189456). 
 
Materials 
Four constructs were used to create a Qualtrics survey: Belief in a Just World,16 Ambiguity Tolerance,17 System Justification,18 and 
the Positive and Negative Affect Scale (PANAS)20 (the PANAS was included as a distractor). Higher scores on the belief in a just 
world scale predict important attitudes such as a stronger belief in an individual’s own ability to affect change on the world based 
on their actions.16 A high ambiguity tolerance score predicts that individuals will manage well in unfamiliar, ambiguous, or cross-
cultural situations.17 Higher scores on the system justification scale predict behaviors that uphold the current societal system.18 
Internal reliability as measured by Cronbach’s alpha was high for system justification (𝛂𝛂 = .82) but low for belief in a just world (𝛂𝛂 
= .69) and ambiguity tolerance (𝛂𝛂 = .61). 
 
A task followed where written instructions asked participants to count specific letters (e.g., “e” and “g”) on a page from a 
textbook. This task was also used in the prisoner’s dilemma game as the assignment they would either split with (cooperate) or 
assign to (compete) their partner in the game.  
 
Design 
The independent variables were the three scales measuring beliefs about uncertainty, and the dependent variable was whether 
participants decided to cooperate or compete in the prisoner’s dilemma game. 
 
Procedure 
Participants joined a Zoom video session on their home computers. A researcher guided the participants through the study. 
Participants were asked to mute their own audio and video. The Zoom chat feature was used to message information to 
participants to coordinate gameplay. After providing informed consent, participants worked through a series of counter-balanced 
scales (i.e., presented in a random order): belief in a just world, ambiguity tolerance, system justification, and the PANAS. Next, 
they completed a tedious task that involved counting letters on a textbook page (e.g., count all occurrences of the letter “E” on a 
page). This was intended to distract participants from drawing any connection between the survey content and the game play.  
 
Next, participants were paired at random but not notified about the name of their partner so researchers could assign pairings 
even in odd group sizes. In the game, participants were told there was additional letter-counting that needed to be completed. 
Participants were told they had two options: they could assign their partner to do the task, or they could split the task between 
them. Participants were aware of the payout matrix (Table 1) but unsure what their payout would be as the payout is determined 
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by both partners’ choices — not unilaterally. Payouts, or consequences for the game, included zero, one, two, and four pages of 
letter-counting tasks similar to that which was completed as the distraction task. See Table 1 for the ‘payout’ structure presented 
to participants. After deciding, participants completed the letter-counting task per the payout matrix. 

Player Matrix Result Letter Counting Payout 

Player 1 

Player 2 

Split 

Split 

1 page 

1 page 

Player 1 

Player 2 

Split 

Assign 

4 pages 

0 pages 

Player 1 

Player 2 

Assign 

Split 

0 pages 

4 pages 

Player 1 

Player 2 

Assign 

Assign 

2 pages 

2 pages 

Table 1. Prisoner’s Dilemma Payout Matrix as shown to participants 
 
Results 
It was hypothesized that people high in aspects of cosmic uncertainty would be more likely to compete (vs. cooperate). Thus, a 
multiple logistic regression model was conducted to predict people’s decision to assign or split from their belief in a just world, 
ambiguity tolerance, and system justification (Table 2). As this was an initial exploratory study, a liberal measure of statistical 
significance was accepted (𝞪𝞪 = .10).  

  Odds Ratio 95% Confidence 
Interval 

p-value 

BJW 1.25 (0.68, 2.31) 0.46 

AT 1.29 (0.54, 3.04) 0.55 

SJS 1.42 (0.96, 2.10) 0.07 

 
Table 2. Study 1 Results. Note: BJW = belief in a just world, AT = ambiguity tolerance, SJS = system justification scale 
 
In Study 1, most people chose to cooperate (split the letter-counting work: 69.5%) rather than compete (assign the letter-counting 
work: 31.5%). Neither ambiguity tolerance nor belief in a just world predicted people’s decisions to compete or cooperate (both p 
> .10). However, initial evidence was found that there is a correlation between a participant’s system justification scale score and 
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their decision to compete (p = 0.07). People who scored highly in system justification were more likely to assign letter-counting 
work to their fellow participant (Figure 1). Although only marginally significant by conventional standards, this preliminary 
finding warrants further investigation.  
 
Study 1 carried several limitations. After analyzing Study 1’s results, it was concluded that low internal reliability in the belief in a 
just world and ambiguity tolerance scales could be driving (null) results. In other words, these individual differences may not have 
been optimally measured. Additionally, an unmeasured individual difference (i.e., religiosity) was identified as a likely driver of 
justice beliefs. Like people high in system justification, highly religious people generally share a strong sense of cosmic justice. So, 
highly religious people may also behave in similarly competitive ways. Yet, no religiosity measure was included in Study 1. Finally, 
Study 1 measured a dispositional sense of cosmic justice but did not manipulate perceptions of cosmic justice. Study 2 was 
designed to address these limitations.  

 

Figure 1. System Justification Scale Results from Study 1 
 
Study 2 
Participants 
For the second study, students were recruited from introductory psychology courses (N = 135) at a large midwestern university 
for course credit. Participants were 55% Male and 45% Female. The racial background was 63% White, 18% Asian, and 15% 
Other. Participants ranged from 17 to 35 years old (M = 19.3, SD = 1.8). Due to time limitations, some participants were unable 
to answer demographic questions at the end of the study (14 no response to gender and 16 no response to race; percentages 
reported exclude non-respondents). Participants signed up for times resulting in groups of no less than three and no more than 
ten. 
 
Materials 
Study 2 tasked participants to complete scales for five constructs: Global Belief in a Just World,21 Ambiguity Tolerance,22 System 
Justification,18 a Religion Index,23 and a distraction task (completing a Positive Negative Affect scale).20 Note the changes from 
Study 1: a revised (global) belief in a just world scale,21 a revised ambiguity tolerance scale,22 and the addition of a religion index.23  
The revised scales were included to improve internal reliability (i.e., improve measurement). The religion index was included to 
explore another possible basis of behavior under uncertain conditions. Internal reliability as measured by Cronbach’s alpha was 
high for belief in a just world (𝛂𝛂 = .89), ambiguity tolerance (𝛂𝛂 = .82), system justification (𝛂𝛂 = .84), and religiosity (𝛂𝛂 = .91). 
 
The letter-counting task was identical to that used in Study 1.  
 
Design 
Study 2 aimed to experimentally manipulate cosmic uncertainty. Participants were randomly assigned to either a fair or unfair 
condition. The fair condition asked participants to write a detailed paragraph about, “a time in your life when you felt the world 
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was very fair to you and that you generally got what you deserved.” The unfair condition asked participants to write a detailed 
paragraph about, “a time in your life when you felt the world was very unfair to you and that you generally did NOT get what you 
deserved.” These paragraphs were designed to manipulate participants’ sense of cosmic fairness and order. This design was 
adapted from a commonly used power manipulation wherein participants write about a time they experienced high or low 
power.24 Thus, independent variables in Study 2 included the experimental condition and the four scales measuring beliefs about 
uncertainty. The dependent variable was whether participants decided to cooperate or compete in the prisoner’s dilemma game.  
 
Procedure 
As in Study 1, participants were guided by a researcher over Zoom. After providing informed consent, participants worked 
through a series of counter-balanced scales: belief in a just world, ambiguity tolerance, system justification, a religious index, and a 
distraction scale. Next, they completed one page of letter-counting as in Study 1 (which introduced participants to the tedious 
work they would later assign or split). This was followed by a writing task about a fair or unfair experience in the participant’s own 
life. Next, participants went through the same procedure as Study 1’s prisoner’s dilemma type game: Participants could assign 
their partner to do additional letter-counting, or they could split the counting between them.  
 
Results 
Study 2 results were expected to replicate our Study 1 results in that people high in facets of cosmic uncertainty would be more 
likely to compete (vs. cooperate). Thus, a multiple logistic regression model was conducted that predicted people’s decision to 
assign or split from their belief in a just world, ambiguity tolerance, system justification, and religiosity (Table 3). The researchers 
also examined whether the fairness manipulation made participants more or less likely to compete. For these confirmatory 
analyses, a more conservative threshold of statistical significance was adopted (𝞪𝞪 = .05). Finally, exploratory analyses were 
conducted to assess whether demographic variables such as age or gender predicted a participant’s decision to compete (or 
cooperate). For these exploratory analyses, a more liberal threshold of statistical significance was used (𝞪𝞪 = .10) 

  Odds Ratio 95% Confidence Interval p-value 

BJW 1.82 (1.16, 2.97) 0.01* 

AT 1.51 (0.71, 3.33) 0.29 

SJS 1.80 (1.22, 2.74) 0.004** 

RI 0.93 (0.68, 1.28) 0.67 

Signif. codes: **’ 0.01 ‘*’ 0.05  

Table 3. Study 2 Results. Note: BJW = belief in a just world, AT = ambiguity tolerance, SJS = system justification scale, RI = religious index 
 
As in Study 1, most people chose to cooperate (split the letter-counting work: 69.6%) rather than compete (assign the letter-
counting work: 31.4%). The association between system justification and a participant’s decision to choose to “Assign” (p < 0.05) 
was replicated. Additionally, there was evidence that people with a higher belief in a just world were more likely to assign letter-
counting work (p < 0.05). That is, people who scored higher in belief in a just world and system justification were more likely to 
choose the competitive option of “assigning” work to their peer. As in Study 1, no evidence supported the notion that ambiguity 
tolerance had any meaningful bearing on a participant’s decision in the binary prisoner’s dilemma game (p = 0.29), nor was there 
evidence to suggest that religiosity plays a role in this competitive decision (p = 0.67).  
 
No evidence was found that experimentally manipulating participants’ feelings of cosmic justice impacted their competitive 
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decision, nor did it have any interaction with any other scale (Condition p = 0.61; Condition & Belief in a Just World p = 0.94; 
Condition & System Justification p = 0.94; Condition & Religiosity p = 0.52).  
 
Age was not a significant predictor of a participant’s decision to compete or cooperate (p = 0.63). However, the data showed quite 
the opposite for gender (p < 0.05). Gender played a significant role in the decision-making process and was correlated with certain 
personality constructs. When conducting Welch T-tests to examine gender differences between scales, evidence was found that 
Men (M = 3.59) scored higher than women (M = 3.00) in belief in a just world (p < .001), marginally higher (M = 3.30) than 
women (M = 3.15) in ambiguity tolerance (p = .10), and higher (M = 3.93) than women (M = 3.01) in system justification (p < 
.001). Men (M = 2.69) and women (M = 2.71) did not differ in religiosity (p = .92). Further logistic regression analyses were 
conducted to assess whether belief in a just world and system justification predicted decisions to compete/cooperate controlling 
for gender. Both belief in a just world (p = 0.07) and system justification (p = 0.08) were marginal predictors of competitive 
behavior even controlling for gender. 

DISCUSSION 
Across two studies, the overwhelming majority of people chose to cooperate in the face of uncertainty. However, this trend was 
reversed among individuals who had a strong, stable sense of cosmic certainty — that is, people who believed the world was fair 
and the system was just tended to compete. This could be due to participants’ beliefs about how society works. For instance, 
those that score highly on system justification are more likely to strongly agree with statements such as ‘everyone has a fair shot at 
wealth and happiness’ or ‘society is set up so that people usually get what they deserve’.25 If an individual scores highly on system 
justification, then it is likely that they believe that they deserve any positive outcomes they receive, as good things only happen for 
good people. If something drastic were to change in the society that currently serves them well, then they would generally be 
worse off. Those that believe that the system is working in their favor may experience less (if any) guilt that comes with knowing 
others are less fortunate. It is worth noting that these effects held for both men and women and were not dependent on 
participants’ ages. 
 
Our findings contrasted to prior studies that suggest that uncertainty leads to competitive behavior. In the classroom study that 
ranked students, under uncertain conditions students tended to resort to selfish, competitive behavior so as to not jeopardize their 
own position in the class rankings.3 In our study, most of our participants chose to cooperate. This pattern of results is more 
consistent with research showing that people tend to cooperate to improve their reputation for future interactions.12 However, as 
participants in the current study played only a single round of the game, this study suggests that reputation-building is not the only 
driver of cooperation. As one participant in our study stated, they saw cooperation as the ‘fair’ option and ‘didn’t want the other 
person to have so much work left.’ 
 
Limitations and Future Directions 
Our research involved several limitations. Our study’s first limitation was that our ambiguity tolerance and belief in a just world 
scales yielded low internal reliability scores in Study 1. This limitation was addressed in Study 2 in the form of revised belief in a 
just world21 and ambiguity tolerance22 scales with a history of higher internal reliability. Indeed, internal reliability improved for 
both belief in a just world (𝞪𝞪 = 0.69 in Study 1; 𝞪𝞪 = 0.89 in Study 2) and ambiguity tolerance (𝞪𝞪 = 0.61 in Study 1; 𝞪𝞪 = 0.82 in 
Study 2). Future research may consider replicating these findings with the revised scales. Alternatively, as these scales were 
intended to measure the novel construct of “cosmic justice,” this construct may deserve its own scale rather than be measured 
through these proxy scales. 
 
Another limitation this study ran into is that, due to COVID-19, all research had to be conducted online through platforms such 
as Qualtrics and Zoom. Individual participants never saw or interacted with each other as they would in a classroom or 
workplace. Similarly, participants did not know who they would play the competitive behavior game against. Although these 
decisions likely bolster internal validity, they limit external validity when applying these concepts to ‘real-world’ cases. In the ‘real 
world,’ people are expected to exhibit even more cooperative behavior, as a number of social pressures manifest when individuals 
are making decisions face-to-face.26 For instance, a classic study shows that people are more inclined to help others (1) when they 
empathize with the target and (2) when they have to see the ramifications of their actions.24 
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Though this research is not definitive, it opens the door for future research to further investigate this relationship. More 
specifically, researchers should work to better isolate and understand a causal relationship between one’s system justification score 
and their projected behavior. Study 2 attempted to experimentally manipulate perceptions of systemic fairness to little success. 
Writing one paragraph may not be enough to manipulate a participant’s belief in cosmic justice. Future studies may use a stronger 
manipulation. Such manipulations could include longer free-response essay questions about times when participants were treated 
fairly or unfairly by the “system” or “society at large.” Alternatively, researchers could implement fake news articles or videos that 
portray examples of society’s parity or inequality. 
 
Theoretical and Practical Implications 
Though decision uncertainty has been studied at length,1, 3, 9, 10, 15, 27 cosmic uncertainty, as defined in this study, is a nuanced 
approach to explain human competitive behavior. The findings suggest that in the face of uncertainty, people who have a stable 
sense of cosmic justice — i.e., those high in system justification and belief in a just world — tend to compete. Further research is 
needed to determine the bounds of this effect and how task definitions influence people’s perceptions of uncertainty in social 
games. 

This study has further societal implications. Though these concepts may appear abstract, there are real decisions people make in 
the face of uncertainty on a daily basis. Understanding individual differences in beliefs about cosmic fairness could lead to 
understanding people’s decisions to quarantine, wear masks, get vaccinated, or socially distance. In order for the world to be put 
back together again, it is vital to understand the inner workings of how decisions are made based on underlying individual 
differences in beliefs. 
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PRESS SUMMARY 
How do our underlying beliefs about fairness, justice, and ambiguity influence our behavior? Does it lead us to cooperate or 
compete? Little research has examined how individual differences between people moderate cooperative and competitive 
behavior in the face of uncertainty.  This study proposes that a stable sense of justice may, ironically, lead to more competitive 
behavior. Specifically, people who score highly in belief in a just world, system justification, and religiosity may be more inclined 
to compete rather than cooperate because they see themselves as good and believe they deserve positive outcomes. Our results 
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show that people tended to cooperate, but those who believe the current social system is fair and that the world is just were more 
likely to compete. In other words, people with a strong sense of cosmic justice would be more likely to exhibit competitive 
behavior under uncertain conditions. 
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