
Volume 17 | Issue 4 | March 2021
www.ajuronline.org

Print Edition ISSN 1536-4585

Online Edition ISSN 2375-8732



2	 AJUR History and Editorial Board

3	 Factors Controlling Coral Skeletal U/Ca Ratios with Implications 
for their Use as a Proxy for Past Ocean Conditions

	 Emily Patterson, Spencer Eanes, Penelope Lancrete, Anne Gothman, & Paul Roback

19	 Analyzing Trends in Water Table Elevations at the Marcell 
Experimental Forest, Minnesota, U.S.A.

	 Anna Stockstad, Ella Gray, Stephen Sebestyen, Nina Lany, Randall Kolka, &Marcella 
Windmuller-Campione

33	 Treatment Outcomes in a Partial Hospital Program for Patients 
with Social Anxiety Disorder: The Effects of Comorbid Major 
Depression

	 Allison Graham, Douglas R. Terrill, Simone I. Boyd, Isabel Benjamin, Madeline Ward, & Mark 
Zimmerman

41	 Evaluation of Physical Activity Participation, Self-Efficacy and 
Outcome Expectancy for Employees Participating in Exercise Is 
Medicine® On Campus Program

	 Maximilian Gastelum-Morales, Lisa J. Leininger, Joanna L. Morrissey, Ryan Luke, & Mark 
DeBeliso

49	 Axisymmetric Thermal Finite Element Analysis of Effects of 
Intraocular Projector in the Human Eye

	 John A. Stark, Craig D. Foster, & Charles Yu

59	 Prime Factors and Divisibility of Sums of Powers of Fibonacci and 
Lucas Numbers

	 Spirit Karcher & Mariah Michael

71	 A Survey of Inhibitors for the Main Protease of Coronaviruses with 
the Potential for Development of Broad-Spectrum Therapeutics

	 Alyssa Sanders, Samuel Ricci, Sarah Uribe, Bridget Boyle, Brian Nepper, & Nathaniel Nucci 

Volume 17 | Issue 4 | March 2021	 www.ajuronline.org

	 	 1

www.ajuronline.org


American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 17 | Issue 4 | March 2021 	 2

American Journal of Undergraduate Research (AJUR) is a national, independent, peer-reviewed, open-source, quarterly, 
multidisciplinary student research journal. Each manuscript of AJUR receives a DOI number. AJUR is archived by the US 

Library of Congress. AJUR was established in 2002, incorporated as a cheritable not-for-profit organization in 2018. AJUR is 
indexed internationally by EBSCO and Crossref with ISSNs of 1536-4585 (print) and 2375-8732 (web).

EDITORIAL TEAM     Volume 17| Issue 4 | March 2021
Dr. Kestutis G. Bendinskas, Executive Editor, editor@ajuronline.org

Dr. Anthony Contento, Copy Editor, Treasurer

Peter Newell, Editor, Secretary

Daniel Laird, Web Master

EDITORIAL BOARD by subject area

ACCOUNTING
Dr. Dean Crawford,  

dean.crawford@oswego.edu
ARCHEOLOGY

Dr. Richard Redding,  
rredding@umich.eduu
ART HISTORY
Dr. Lisa Seppi,  

lisa.seppi@oswego.edu
ASTROPHYSICS
Dr. Shashi Kanbur,   

shashi.kanbur@oswego.edu
BEHAVIORAL NEUROSCIENCE

Dr. Aileen M. Bailey,  
ambailey@smcm.edu

BIOCHEMISTRY
Dr. Pamela K. Kerrigan,  

pamela.kerrigan@mountsaintvincent.edu
Dr. Nin Dingra,  

ndingra@alaska.edu
BIOENGINEERING
Dr. Jorge I. Rodriguez,  

jorger@clemson.edu
Dr. Jessica Amber Jennings,  

jjnnings@memphis.edu
BIOINFORMATICS

Dr. Kevin Daimi,  
daimikj@udmercy.edu
Dr. John R. Jungck,  

jungck@udel.edu
Dr. Isabelle Bichindaritz,  

ibichind@oswego.edu
BIOLOGY, PHYSIOLOGY

Dr. David Dunn,  
david.dunn@oswego.edu

BIOLOGY, DEVELOPMENTAL
Dr. Poongodi Geetha-Loganathan,  

p.geethaloganathan@oswego.edu
BIOLOGY, MICROBIOLOGY

Dr. Peter Newell,  
peter.newell@oswego.edu

BOTANY
Dr. William R. Bromer,  

wbromer@stfrancis.edu
Dr. Julien Bachelier,  

julien.bachelier@fu-berlin.de

CHEMISTRY
Dr. Alfredo Castro,  
castroa@felician.edu
Dr. Charles Kriley,  

cekriley@gcc.edu
Dr. Vadoud Niri,  

vadoud.niri@oswego.edu
COMMUNICATION DISORDERS 

AND SCIENCES
Dr. Kim Tillery, 

Kim.Tillery@fredonia.edu 
COMPUTER SCIENCES

Dr. Dele Oluwade,  
deleoluwade@yahoo.com

Dr. Kevin Daimi,  
daimikj@udmercy.edu
Dr. Levent Ertaul, 

levent.ertaul@csueastbay.edu
Dr. Mais W Nijim, 

Mais.Nijim@tamuk.edu 

COMPUTATIONAL CHEMISTRY
Dr. Alexander Soudackov 
alexander.soudackov@yale.edu

ECOLOGY
Dr. William R. Bromer,  

wbromer@stfrancis.edu
ECONOMICS

Dr. Elizabeth Schmitt,  
elizabeth.schmitt@oswego.edu

EDUCATION
Dr. Marcia Burrell,  

marcia.burrell@oswego.edu
EDUCATION, PHYSICS

Dr. Andrew D. Gavrin,  
agavrin@iupui.edu

ENGINEERING, ELECTRICAL
Dr. Michael Omidiora,  
michael.omidiora@nyu.edu

ENGINEERING, ENVIRONMEN-
TAL

Dr. Eileen M. Cashman,  
eileen.cashman@humboldt.edu

ENGINEERING, SOFTWARE
Dr. Kevin Daimi,  

daimikj@udmercy.edu

ENVIRONMENTAL SCIENCES
Dr. Eileen M. Cashman,  

eileen.cashman@humboldt.edu
FILM AND MEDIA STUDIES

Dr. Lauren Steimer,
lsteimer@mailbox.sc.edu

GEOLOGY
Dr. Rachel Lee, 

rachel.lee@oswego.edu
HISTORY

Dr. Richard Weyhing, 
richard.weyhing@oswego.edu

Dr. Murat Yasar,
murat.yasar@oswego.edu

HONORARY EDITORIAL  
BOARD MEMBER

Dr. Lorrie Clemo,  
lorrie.a.clemo@gmail.com
JURISPRUDENCE

Bill Wickard, Esq,  
William.Wickard@KLGates.com

KINESIOLOGY
Dr. David Senchina,  

david.senchina@drake.edu
LITERARY STUDIES

Dr. Melissa Ames,  
mames@eiu.edu

Dr. Douglas Guerra,  
douglas.guerra@oswego.edu

MATHEMATICS
Dr. John Emert,  

emert@bsu.edu
Dr. Jeffrey J. Boats,  
boatsjj@udmercy.edu
Dr. Dele Oluwade, 

deleoluwade@yahoo.com
Dr. Christopher Baltus,  

christopher.baltus@oswego.edu
Dr. Mark Baker,  

mark.baker@oswego.edu
MEDICAL SCIENCES

Dr. Thomas Mahl 
Thomas.Mahl@va.gov

Dr. Jessica Amber Jennings 
jjnnings@memphis.edu

METEOROLOGY
Dr. Steven Skubis,  

steven.skubis@oswego.edu
MUSIC

Dr. Juliet Forshaw,  
juliet.forshaw@oswego.edu

NANOSCIENCE AND CHEMISTRY
Dr. Gary Baker, 

bakergar@missouri.edu

NEUROSCIENCE
Dr. Pamela E. Scott-Johnson,  

pscottj@calstatela.edu
PHYSICS

Dr. Mohammad Islam,
mohammad.islam@oswego.edu 
Dr. Priyanka Rupasinghe,

priyanka.rupasinghe@oswego.edu
POLITICAL SCIENCE

Dr. Katia Levintova,
levintoe@uwgb.edu
PSYCHOLOGY

Dr. Joseph DW Stephens,  
jdstephe@ncat.edu

Dr. Melanie Dyan Hetzel-Riggin,  
mdh33@psu.edu

Dr. Pamela E. Scott-Johnson,  
pscottj@calstatela.edu

SOCIAL SCIENCES
Dr. Rena Zito,  
rzito@elon.edu
STATISTICS

Dr. Mark Ecker,  
mark.ecker@uni.edu
Dr. Mark Baker,  

mark.baker@oswego.edu
TECHNOLOGY, ENGINEERING

Dr. Reg Pecen,  
regpecen@shsu.edu

ZOOLOGY
Dr. Maria Sagot,  

maria.sagot@oswego.edu



American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 17 | Issue 4 | March 2021 	 3

Factors Controlling Coral Skeletal U/Ca Ratios with Implications for their 
Use as a Proxy for Past Ocean Conditions 
 
Emily Patterson, Spencer Eanes, Penelope Lancrete, Anne Gothmann*a, & Paul Robackb 

 
aDepartment of Environmental Studies and Physics, St. Olaf College, Northfield, MN 
bDepartment of Mathematics, Statistics, and Computer Science, St. Olaf College, Northfield, MN 
 
https://doi.org/10.33697/ajur.2020.031 
 
Students: patter5@stolaf.edu, eanes1@stolaf.edu, lancre1@stolaf.edu 
Mentors: gothma1@stolaf.edu*, roback@stolaf.edu 

 
ABSTRACT 
Seawater temperature, salinity and carbonate chemistry have been shown to influence the uranium/calcium (U/Ca) ratios of 
scleractinian coral skeletons. This apparent sensitivity of U/Ca to multiple environmental parameters calls into question whether 
there is one environmental variable that most strongly controls coral U/Ca, and whether U/Ca can be straightforwardly applied 
as a paleoenvironmental proxy due to the tendency of environmental variables to covary in space and time. In this study, uranium 
concentration data from an existing compilation of tropical scleractinian coral U-series measurements is paired with 
environmental data from the World Ocean Atlas (WOA) and the Global Ocean Data Analysis Project (GLODAP) to examine the 
sensitivity of coral skeletal U/Ca to multiple seawater properties including temperature, salinity, pH, and saturation state. First, 
univariate linear regressions and multiple linear regressions were used to compare relationships between uranium and 
environmental parameters in the dataset with relationships observed in previous studies. Next, principal component analysis and 
regularized regression were used to identify the most likely predictors of coral U/Ca in order to create a multiple linear regression 
model. Results indicate that pH, Ω, alkalinity, and temperature are all significant predictors of uranium concentrations in coral. 
The magnitude and strength of relationships between U/Ca and environmental variables also differ across different genera. 
Seawater properties with strong correlations and small ranges make interpretation of these results difficult. However, results of 
these analyses indicate that U/Ca is dependent on multiple environmental parameters and that previously developed univariate 
regressions may be insufficient to characterize the full range of variables that influence coral [238U]. 
 
KEYWORDS 
Coral; Paleoceanography; Proxy Calibration; Uranium; Multiple Linear Regression; Regularized Regression; Environmental 
Change; Oceanographic Databases 

 
INTRODUCTION 
Understanding how and why the environment has changed naturally over Earth’s history can provide valuable insight into how 
Earth’s climate system will respond to ongoing anthropogenic perturbations. Instrumental records of oceanic changes do not exist 
beyond the last ~100 years, however, so to access information about ocean changes further in the past, indirect indicators of 
environmental change, referred to as ‘proxies’, are used. Scleractinian corals skeletons are one of the most fruitful proxies for past 
climate and environmental change because their age can be precisely determined, they tend to record environmental properties of 
the seawater in which they grow, it is possible to make multiple measurements of environmental properties on the same sample 
due to their relatively large size, and they can capture sub-annual environmental variability.1, 2 In recent years, the U/Ca ratio of 
corals has been explored as a proxy that responds linearly to changes in seawater properties including seawater temperature,3 
salinity,4 pH,5 and carbonate ion concentration.6 The ability of coral U/Ca to capture past seawater salinity, pH, and/or carbonate 
ion concentration, in particular, would be a valuable addition to the arsenal of coral-based proxies, due to the relative lack of 
proxies for these important environmental variables. In particular, indicators of pH and carbonate ion concentration could help us 
better understand the relationship between changes in atmospheric CO2 and ocean acidification.7 An understanding of past 
changes in seawater salinity can provide insight into the relationship between salinity and ocean circulation and also can be used to 
learn about the relationship between changes in climate and the hydrological cycle.8 

 
There is reason to expect U/Ca in corals to be sensitive to seawater pH and/or carbonate ion concentration. Inorganic aragonite 
precipitation experiments conducted by DeCarlo et al. (2015) suggest that U is incorporated into the aragonite mineral in 
proportion to the ratio of [U]/[CO32-] in seawater.9 These results support the idea that corals, which make aragonite skeletons, 
may also incorporate uranium in proportion to the concentration of carbonate ion in seawater. A potential problem is the fact 
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that corals do not appear to precipitate their aragonite skeletons directly from seawater, but rather from a semi-enclosed space 
referred to as the calcifying fluid.10–12 Because corals are able to manipulate the chemical composition of this calcifying fluid 
(through active pumping of protons, for example), the calcifying fluid has a carbonate chemistry that is distinct from external 
seawater.13–15 As a result, coral U/Ca could be more dependent on other environmental parameters that have strong effects on the 
coral skeletal growth process. 
 
There is also evidence that coral U/Ca may be dependent on sea surface salinity. First, Swart and Hubbard (1982) showed that 
coral U/Ca ratios appear to be dependent mainly on the absolute concentration of U in seawater.16 As a result, they postulated 
that U/Ca in coral could record salinity variations as a result of changes in the absolute concentration of U. Results of Shen and 
Dunbar (1995), showing that U/Ca in tropical coral skeletons decreased during times of greater local rainfall, generally support 
this idea.17 

 
Many published studies have also examined relationships between U/Ca and seawater temperature.3, 18–23 While it does not appear 
that U/Ca is sensitive to temperature in inorganic aragonite,7 U/Ca is correlated with temperature in natural samples over 
seasonal cycles.24 As a result, U/Ca may be related to seawater temperature through an effect of temperature on the coral skeletal 
growth process.  
 
To date, the studies calibrating environmental proxies based on coral skeletal U/Ca ratios come from natural samples collected 
from a single geographic location,17, 24 or from laboratory-based culture experiments in which one environmental variable is varied 
while others are held constant.5 However, if paleoclimatologists hope to apply proxies over a broad geographic range and far into 
the past (when seawater boundary conditions may have looked quite different), it is important to quantify whether U/Ca depends 
on a single, or multiple, environmental parameters. It is also important to quantify how precisely environmental variations could 
be reconstructed from coral U/Ca.  
 
One common approach in proxy development is the ‘space-for-time’ approach, which trains proxies based on modern spatial 
variability in environmental parameters. For example, in the case of ocean sediment cores, measurements of chemical, geological, 
physical or biological variables are made in the top few centimeters of ocean sediment and are examined for correlations with 
environmental variables in the water column overlying the sediment core location. Recent studies have combined core-top 
measurements of Mg/Ca ratios in foraminifera with oceanographic databases to refine the foraminifera-based Mg/Ca 
paleothermometer.25, 26 An assumption embedded in the ‘space-for-time’ calibration strategy is that the relationships between 
environmental changes and the proxy of interest are common across space and at a single location over hundreds, thousands, or 
even millions of years. 
 
This study attempts to conduct a calibration of U/Ca’s sensitivity to environmental changes using a ‘space-for-time’ approach 
whereby modern and Recent (Holocene and younger) tropical coral U data are compared with environmental data from the 
World Ocean Atlas (WOA) and the Global Ocean Data Analysis Project (GLODAP). A wealth of coral U data exists in the 
literature due to the fact that tropical corals have been measured by U-series dating as a way to generate sample ages for decades 
(e.g. Robinson et al. 2014).27 In order to obtain U-series ages from coral, the abundance of [238U], which makes up >99% of the U 
in the coral skeleton, is determined. As a result, U-series measurements made over the past few decades also produce 
measurements of coral [U]. Recently, Chutcharavan et al. (2018) compiled coral U-series measurements from the literature and 
analyzed the data to determine whether seawater [234U]/[238U] ratios appear to have changed over time.28 In the present study, the 
compilation of Chutcharavan et al. (2018) is used to investigate whether the [U] of recent corals appears to vary significantly with 
environmental variables such as temperature, salinity, pH, and/or carbonate ion concentration. 

 
METHODS AND PROCEDURES 
Data Compilation 
Coral U-series data compiled in Chutcharavan et al. (2018) was used to evaluate the relationship between coral skeleton [U] and 
the environmental properties of seawater in which the corals grew.28 The main variables of interest alongside the genus, age, 
calcite abundance (as % calcite), and [238U] of the corals include sea surface temperature (SST), salinity (SSS), pH, total alkalinity, 
dissolved inorganic carbon, and saturation state with respect to aragonite (Ω). The two most abundant genera from the coral U-
series data were included in our analyses. A summary of these variables for these two genera can be found in Table 1. Coral [238U] 
data is converted to coral U/Ca molar ratios using the atomic weight of U and by assuming that Ca concentrations in the tropical 
coral skeletons are 9.52 mmol Ca/g coral aragonite. Analyses of Ca concentrations in coral skeletons show that [Ca] in tropical 
coral skeletons varies by ~0.4%.29, 30 As such, U/Ca variations in coral skeletons are dominated by variability in [238U].  All 
samples for which [238U] were labeled as “not reported” and/or genus was reported as “nd”, “unknown”, or “unidentified” were 
excluded from the analysis.  
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While the coral samples in Chutcharavan et al. (2018) range in age from modern to ~55 kyr, we restrict our investigation to n=737 
samples of Holocene age, specifically <10 kyr. These samples indicate stable seawater [234U]/[238U] ratios over the last 10 kyr. 
Restricting our samples to those of Holocene age and younger ensures that we retain a relatively large number of samples for our 
analyses. Additionally, the Holocene is a time of relatively stable climate, such that we expect the modern spatial variability in 
environmental variables covered by our samples from different sites to be much greater than the Holocene environmental 
changes at any given site. Although recent studies have demonstrated variability in SSTs of up to 1°C during the Holocene at high 
latitudes, SSTs in the tropics appear to vary by ~0.5°C during this time.31, 32 Discrepancies in environmental records from the 
Holocene generated by different proxies also remain, making it difficult to explicitly correct for climatic variability in Holocene-
age samples.32 
 

Variable 5th Percentile Median Mean 95th Percentile 

[238U] (ppm) 0.93 1.14 1.20 1.66 

Age (ka) 0.01 0.46 2.4 9.00 

Calcite Abundance (%) 0.00 0.50 0.44 1.00 

Salinity (g/kg) 33.05 35.11 34.72 35.94 

Temperature (°C) 24.29 26.65 26.63 29.35 

pH (total scale) 8.05 8.11 8.10 8.13 

Total Alkalinity (µmol/kg) 2180.89 2264.88 2272.45 2364.90 

TCO2 (µmol/kg) 1870.91 1953.53 1943.54 2001.25 

Ω 3.16 3.76 3.69 4.18 

δδ234U initial (‰) 141.23 144.83 144.66 148.51 

Table 1. Data summary of key coral and environmental variables.29–32 These values include all non-missing values with age under 10,000 years from the two most 
abundant genera in the Chutcharavan et al. (2018) compilation. 

 
Complementary environmental data from the World Ocean Atlas (WOA) and the Global Ocean Data Analysis Project 
(GLODAP) was paired with the coral U-series dataset. Both projects have been updated with recent oceanographic data, mapped 
at 1° by 1° gridded points with latitudes, longitudes, and depths associated with each point.  This feature makes the WOA and 
GLODAP datasets appropriate to compare directly with one another and with our coral dataset. The mean oceanographic 
temperature and salinity data from the WOA is based on the analysis of historical oceanographic profiles and select surface-only 
data as described in greater detail in Zweng et al. (2018) and Locarnini et al. (2018).33, 36 All other environmental variables were 
accessed as mapped climatologies from GLODAPv2.34, 35 Additional detail on the methodologies used to create these mapped 
climatologies can be found in Lauvset et al. (2016).34 
 
To pair coral data from a particular geographic location with environmental data, a distance function was created which measures 
the distance from each coral sample included in Chutcharavan et al. (2018) to the grid locations where each of the environmental 
variables were measured. Since the GLODAP and WOA data are built on a grid and use interpolation from measured data, coral 
environmental parameters were estimated by taking the weighted average of the three closest values to each fossil coral sample. 
The function was coded in C++ for efficiency and run in R using the Rcpp library.37–39 The function measured the distance 
between any two points on earth, that is the coral and each environmental grid location, measured in latitude and longitude, taking 
the earth's curvature into account. In the case that latitudes or longitudes were not reported in Chutcharavan et al. (2018) or in the 
original scientific papers cited by Chutcharavan et al., the original scientific papers reporting coral U-series data were searched for 
coral collection sites, and the longitudes and latitudes corresponding to these sites were identified.   
 
Data Cleaning 
The coral samples compiled in Chutcharavan et al. (2018) were constrained to those of Holocene age (i.e. ~10,000 years of age and 
younger). At ages beyond about 15,000 years, there are fewer coral samples in the compilation for a given time point such that the 
data are sparser. After filtering for age, the resulting dataset contains 737 of the original 1860 samples. Filtering the coral samples 
to those younger than ~10,000 years results in [238U] vs. Age slopes close to zero as seen in Figure 1 below. 
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Figure 1. This plot uses coral [238U] data as a function of age for samples of the genera Acropora and Porites across the entire Chutcharavan et al. (2018) dataset, 

filtered to remove NA's and filtered for samples younger than 10,000 years. Age slopes were close to zero for each genus: Acropora (0.008 (+/- 0.004)) and Porites 
(0.022* (+/- 0.003)), and when including both genera (0.03* (+/- 0.003)). 

*indicates significance at the .05 level. Results include coefficient estimates followed by standard errors. 
 

Next, the relationship between [238U] and % calcite was explored. The presence of  calcite in the coral skeleton can overprint the 
original geochemical composition of coral skeletons at the time of growth because U incorporation in calcite and coral aragonite 
differ.40 Some labs reported % calcite as a range of values, in which case the maximum reported value was used in order to avoid 
underestimating the % calcite of the sample. The data was assessed on variable and genus levels for differences between corals 
with different amounts of calcite. Calcite values were divided into three groups: less than or equal to one percent, greater than one 
percent, and those with no values listed (≤ 1 = 120 samples, > 1 = 37 samples, N/A = 580 samples). The threshold chosen was 
1% because this value corresponds to the detection limit of many X-ray diffraction measurements that quantify calcite 
abundance.28 The directions of the slopes for the group where calcite > 1% differs from that of the calcite ≤ 1% group for pH 
and Ω. There were no significant differences in slopes between calcite groups for temperature or salinity (Figure A1 in 
Appendix). To optimize U data quality, the 37 samples with values of calcite greater than 1% were removed from the working 
dataset. We also note that the majority of samples younger than 1 kyr did not record percent calcite.28 The original studies 
corresponding to these published samples assess preservation by qualitative measures including scanning electron microscopy, or 
otherwise note that there are no detectable traces of calcite in the samples.41, 42 Our univariate regression results for temperature, 
salinity, and pH all did not change significantly between the case where samples were restricted to only those with calcite values ≤ 
1% (i.e. samples with calcite values of N/A were removed) and the case where samples with calcite values of N/A were included. 
As such, the final dataset presented here contains samples with calcite values of ≤ 1% and N/A, in order to obtain a more robust 
analysis with greater sample sizes. 

 
The next data integrity check was to examine [238U] values at the lab level for outliers. Labs 1, 3, 9, 11 and 16 were investigated as 
their means fell greater than one standard deviation from the mean of all the samples. A multiple linear regression model was 
trained on all the other lab data and used to create prediction intervals for the data from those five more extreme labs. Only six 
out of 104 observations fell outside of a 95% prediction interval across all sites for those five outlying labs, so no lab exclusions 
were made (Figure 2). Additional details can be found in the project GitHub repository, a link to which is provided in the 
Appendix. 
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Figure 2. Each lab's mean [238U] was calculated for all samples, and points sized by number of samples. Points are colored by whether or not the lab reported 

calcite values for their sample. The black horizontal line is the global mean, and the blue lines are +/- two standard errors from the lab aggregated mean. 
 

An additional analysis conducted to validate the data was to check if any sites had unusual or strongly correlated environmental 
data values. Since environmental data is resolved at the site level, there are 51 unique sites, and thus 51 values for each of the 
environmental variables (temperature, salinity, pH, Ω, alkalinity, TCO2). As seen in Figure 3, salinity values above and below 34 
g/kg seemed to cluster in regard to their pH and temperature values, leading to a further investigation of the sites with low salinity 
values. 
 

 
Figure 3. Salinity values associated with each geographic site in our data set, plotted against pH and temperature, colored by salinity. 

 
These points of interest came from a broad region of low mean salinity waters in the Indo-Pacific, and their salinity, temperature, 
and pH values are reasonable for this geographic location (Figure 4). 
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Figure 4. Global map with gridded ocean salinity data colored from blue (low) to red (high).36 

 
Variability in relationships between [U] and environmental variables were also examined by genus; only corals with genera that 
had more than 50 samples were selected. It is notable that 297 samples had no genus listed and were excluded. After selecting the 
top two genera, filtering for age and calcite abundance, and finding no issues with locations or labs, 700 samples remained out of 
the original 1860 (Table 2). After data cleaning, 51 sites remained out of the original 78. The original data distribution can be 
found in Table A1 in Appendix. 
 

Genus Number of Samples Percent of Total 

PPoorriitteess  533 76% 

AAccrrooppoorraa  167 24% 

Both Genera 700 100% 

Table 2. After filtering for age and calcite and keeping genera with more than 50 samples. 
 

Statistical Methods 
Univariate linear regression was used to test if [238U] can be used as a proxy for temperature, salinity, and pH separately, as has 
been done in previous studies.3, 6, 18–24, 43, 44 Additionally, multiple linear regression was used in order to account for additional 
variables which cannot be controlled for in an observational setting. In order to perform multiple linear regression, predictors 
need to be chosen, a process known as feature selection. Regularized regression (e.g. lasso and ridge regression) has been widely 
used in recent years due to its demonstrated prediction prowess on data with many predictors of unknown relationships. 
Regularized regression is suited to this task because the underlying relationships are expected to be linear, not categorical or tree-
like. The technique of regularized regression solves a linear regression minimization problem for a best fit linear model to data but 
includes a penalty parameter proportional to a measure of coefficient size. Thus, this technique prefers more parsimonious 
models with coefficients of smaller magnitude. There are multiple flavors of regularized regression with different methods to 
measure the magnitude of models’ coefficients, the two most common being ridge regression, which uses the sum of the squared 
coefficients, and lasso regression, which uses the sum of the absolute value of the coefficients. Elastic net is a more general form 
of regularized regression that uses a linear combination of squared and absolute value coefficients.45 

 
To compare the regularized regression methods, two stages of 10-fold cross validation were employed. The first stage is used to 
reserve some out-of-bag test data in order to compare regularized regression techniques. For each of the folds of the first-stage, 
10-fold cross-validation is again performed to select the minimum and one standard error penalty parameter for each of the three 
techniques: ridge, lasso, and elastic net. Then, minimum and one standard error models for each of the techniques were used to 
compute a root mean squared error (RMSE) on the initial reserved out-of-bag data from the first stage of cross-validation. RMSE 
is a technique used to compare model accuracy in regression by taking the mean of the squared differences of actual and predicted 
values, and then taking the square root of that mean. A lower RMSE indicates a more accurate model. The RMSE is then 
averaged for the 10 folds of the first stage of cross-validation. The minimum penalty parameter always performed better than the 
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one standard error penalty parameter across the three models, and the RMSE was within .01% for the minimum penalty 
parameter across the three methods. Thus, since there was on average essentially no difference in RMSE between the techniques, 
lasso was chosen for simplicity. 
 
Bootstrapping, the technique of resampling the data with replacement, was employed to ensure stable estimates from variable 
selection. Due to the randomness of sampling in cross-validation of lasso modeling, bootstrapping the data was necessary to 
quantify random differences and stabilize the results. The data was bootstrapped 5,000 times, a lasso model was fit to the 
bootstrap sample, and the selected variables, their coefficients, and the penalty parameter were all recorded.  
 
Best subset selection was implemented for comparison with the bootstrapped lasso approach. This involved fitting every possible 
combination of linear models with a given set of predictors, of which there are 2p possible models, where p is the number of 
predictors in the data. These models can then be compared with a selection of characteristics, such as adjusted R-squared, or 
information criterion like AIC (Akaike information criterion) and BIC (Bayesian information criterion).46 Information criterion 
are frequently used and often preferred when comparing models with different sets of predictors, as they can help account for the 
differing complexities between models.47 BIC was selected since it more heavily penalizes additional predictors than AIC, and it 
was valuable to achieve a parsimonious model to compare against the results of bootstrap lasso. 
 
Finally, principal component analysis (PCA) was performed on the data to help understand the relationships between the 
predictors. PCA has previously been applied to questions in the broad field of paleoceanography to identify structure in data 
when multiple variables are involved.48–50 For example, Lough (2004) used PCA to determine whether scleractinian coral proxy-
based sea-surface temperature records captured variability in El-Niño Southern Oscillation.50 PCA allows the collapse of high 
dimensional data into a few independent components. Singular value decomposition is applied to the input data and results in a 
linear transformation of the data such that the first new predictor describes most of the variability in the data, and each 
subsequent predictor describes less. The original predictors can also be visualized in “PCA-space” to give some understanding of 
how they relate to one another. 
 
RESULTS 
Comparison to Previous Studies 
Temperature 
Linear regression was used to test if there was a significant association between explanatory variables and [238U], when applying an 
age restriction of 10,000 years and excluding percent calcite values greater than 1%. The first test was between temperature and 
[238U] (Figure A2). When including both genera of interest (Porites and Acropora), there was significant evidence of a negative 
association between temperature and [238U] (t = -16.66, p-value < 0.001). When looking at each individual genus, a highly 
significant negative association between temperature and [238U] was found for both Porites (t = -10.79, p-value < 0.001) and for 
Acropora (t = -8.89, p-value < 0.001). Negative relationships between [238U] and temperature are consistent with results from 
previous studies on Porites coral (Table 3, Figure 5). Comparisons between the results in this study with and without filtering for 
age can be found in Table A2. 
 

Primary Results Previous Lab Studies 

Intercept Temperature Genus Intercept Temperature Genus Source 

2.295* (+/- 0.108) -0.044* (+/- 0.004) Porites 1.928 -0.033* Porites Ourbak et al. (2006) 

3.600* (+/- 0.239) -0.083* (+/- 0.009) Acropora 2.232 -0.0456* Porites Min et al. (1995) 

3.169* (+/- 0.116) -0.074* (+/- 0.004) Both Genera 2.106 -0.0367* Porites Correge et al. (2000) 

   1.488 -0.0212* Porites Armid et al. (2011) 

   1.957 -0.029* Porites Wei et al. (2000) 

   2.057 -0.034* Porites Felis et al. (2009) 

   2.26 -0.044* Porites Fallon et al. (1999) 

   2.24 -0.046* Porites Sinclair et al. (1998) 
Table 3. Primary results, which showed a negative association between temperature and [238U], compared to previous lab studies. 

*indicates significance at the .05 level. Primary results include coefficient estimates followed by standard errors. 
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Figure 5. Coefficients from primary result using only Porites compared to other reported Porites slopes using univariate OLS regression.  

 
Salinity 
Salinity was added to the previous set of models to once again examine the relationship between temperature and [238U], this time 
holding salinity constant. Adjusting for salinity in this set of models gives insight into the true relationship between temperature 
and [238U] since salinity is more variable in this large-scale observational study than in lab studies. The model with both genera 
included revealed that a significant negative relationship between temperature and [238U] remained after accounting for salinity (t 
= -12.13, p-value < 0.001). When breaking the analysis down by genus, this negative relationship was still significant for both 
Porites (t = -7.89, p-value < 0.001) and for Acropora (t = -8.04, p-value < 0.001). Compared to Ourbak et al. (2006), both the Porites 
model and the larger model including both genera in this study followed a similar pattern, revealing a significant negative 
relationship between temperature and [238U] after accounting for salinity. 
 
After accounting for temperature, the model with both genera showed a positive effect of salinity on [238U] (t = 6.58, p-value < 
0.001). However, when breaking the analysis down by genus, this positive effect of salinity after adjusting for temperature was 
only significant for Porites (t = 4.59, p-value < 0.001) and not for Acropora (t = 1.10, p-value = 0.271). Salinity results for Porites 
revealed a significant positive relationship between salinity and [238U] after adjusting for temperature, which is directionally 
consistent with Ourbak et al. (2006) (Table 4). 
 

Ourbak eett  aall..  (2006) 

Intercept Temperature Salinity Genus 

0.162 (+/- 0.019) -0.022* (+/- 0.003) 0.162* (+/- 0.019) Porites 

Primary Results 

Intercept Temperature Salinity Genus 

0.986* (+/- 0.299) -0.035* (+/- 0.031)  0.031* (+/- 0.007) Porites 

1.599 (+/- 1.804) -0.080* (+/- 0.010) 0.054 (+/- 0.048) Acropora 

0.887* (+/- 0.359) -0.059* (+/- 0.005) 0.054* (+/- 0.008) Both Genera 

Table 4. Primary results for temperature and salinity compared to previous lab studies. 
*indicates significance at the 0.05 level. Primary results include coefficient estimates followed by standard errors. 

 
pH 
Linear regression was also used to test whether pH was significantly associated with [238U] (Figure A2). For the model including 
both genera, there was evidence that pH was significantly positively associated with [238U] (t = 3.24, p-value = 0.001). When 
looking at each individual genus, pH was significantly related to [238U] for both Porites (t = 2.17, p-value = 0.031) and Acropora (t = 
-5.34, p-value < 0.001), although this relationship was positive for Porites and negative for Acropora. The negative relationship 
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between pH and [238U] in the Acropora model was directionally similar to the results of Inoue et al. (2011) which also modeled only 
Acropora. However, the magnitude of our primary results was about 28 times larger than was seen in Inoue et al. for the intercept, 
and about 47 times larger for the slope (Table 5). After accounting for temperature or temperature and salinity in the Acropora 
models, the intercept was large but insignificant, and the models revealed no significant relationship between [238U] and pH in 
Acropora (Table 6). 
 

Inoue eett  aall.. (2011) 

Intercept pH Genus 

2.96 -0.21* Acropora 

Primary Results 

Intercept pH Genus 

-2.451 (+/- 0.836) 0.441* (+/- 0.199) Porites 

82.319* (+/-14.961) -9.974* (+/- 1.845) Acropora 

-6.116* (+/- 2.215) 0.903* (+/- 0.274) Both Genera 

Table 5. Primary results for pH compared to previous lab studies. 
*indicates significance at the 0.05 level. Primary results include coefficient estimates followed by standard errors. 

 

pH AAccrrooppoorraa models 

Intercept pH Temperature Salinity 

82.319* (+/-14.961) -9.974* (+/- 1.845)   

11.854 (+/- 19.386) -1.932 (+/- 2.423) -0.091* (+/- 0.014)  

-9.362 (+/- 19.564) 1.399 (+/- 2.486) -0.086* (+/- 0.015) 0.048 (+/- 0.050) 

Table 6. Comparing univariate pH model to multivariate models for Acropora. 
*indicates significance at 0.05 level. Primary results include coefficient estimates followed by standard errors. 

 
Further Analysis - Variable Selection 
In this observational study, [238U] is not adequately explained by one or two variables as described in previous studies. Multiple 
regression modeling can be utilized in this context as an attempt to replicate how certain conditions can be carefully controlled in 
lab studies (Table 7). Three multiple regression models were built, one for each genus of corals, and one overall (for both genera 
combined), controlling for all six variables of interest simultaneously. These multiple regression models confirmed some 
relationships the univariate models in this study have previously shown; for example, pH has a positive relationship with [238U] for 
both genera, modeled individually and overall, when controlling for temperature, Ω, total alkalinity, salinity and total CO2. 
Interestingly, this positive relationship is significant in Acropora when controlling for all other parameters, contrary to the negative 
linear relationship found between pH and [238U] in the univariate regression results (Tables 6 and 7). The relationship between 
temperature and [238U] is negative in both genera modeled individually and overall, after accounting for the other five parameters, 
which is consistent with our primary results in Tables 3 and 4. 
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 PPoorriitteess  AAccrrooppoorraa  Both Genera 

Intercept -43.853* (+/-13.323) -303.493* (+/-107.097) -69.259* (+/- 16.004) 

pH 5.469* (+/-1.581) 36.652* (+/-12.814) 8.622* (+/- 1.896) 

Temperature -0.044* (+/-0.007) -0.018 (+/-0.034) -0.065* (+/- 0.008) 

Ω  -0.620* (+/-0.189) -3.613* (+/-0.839) -1.098* (+/- 0.222) 

Total Alkalinity  0.003* (+/-0.001) 0.002 (+/-0.009) 0.005* (+/- 0.002) 

Salinity  -0.030* (+/-0.013) 0.142 (+/-0.080) -0.014 (+/- 0.015) 

TCO2 -0.001 (+/-0.002) -0.006 (+/-0.012) -0.003 (+/- 0.002) 

Table 7. Multiple Linear Regression with all variables for the two major genera. Amount of explained variance for the three models: Porites adj. R2 = 0.317, 
Acropora adj. R2 = 0.389, Both Genera adj. R2 = 0.435. 

*indicates significance at the 0.05 level. Primary results include coefficient estimates followed by standard errors. 
 
While it is beneficial to see which environmental parameters are most significantly related to [238U] when including all variables of 
interest in multiple linear regression, feature selection can be used to further identify the subset of predictors that are most 
significantly related to the response, [238U]. First, principal component analysis was performed to identify how predictors are 
related to one another (Figure 6, Figure A3). The first PCA component captures 51.7% of the variability in the explanatory 
variables, and the second captures 38.7% (Figure A4). This means that the set of explanatory variables can be projected into two 
dimensions while capturing 90.4% of the variability in the data. One notable piece of information derived from PCA is variable 
loading, or how strongly predictors align with one PCA dimension. It is clear that pH is very highly loaded on the second 
dimension because it points nearly parallel to that axis. Salinity and total alkalinity are highly loaded on dimension one, though to a 
lesser extent than pH is loaded on dimension two. Finally, temperature and TCO2 measure a very similar parameter, but are 
negatively correlated.  
 

 
Figure 6. Visualization of predictors projected onto the first two PCA dimensions, which shows how predictors relate to each other in a reduced 

dimension space. 
 

To perform feature selection, lasso models were fit from many bootstrapped samples of the data to account for instabilities in 
lasso estimates. The variables of interest in these analyses were temperature, salinity, pH, Ω, total alkalinity, and TCO2. The data 
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was bootstrapped, and each bootstrap sample was fit with a lasso model to create a bootstrapped confidence interval for predictor 
coefficients (Figure 7). 
 

 
Figure 7. Box plots of slopes of standardized variables resulting from minimum penalty parameter lasso run on 5,000 bootstraps of the data. Lasso sets 

unimportant variables to zero, thus plots that are centered or overlapping with zero are considered unimportant, while those that do not overlap zero are selected. 
 

It can be seen that when using the minimum error penalty parameter, Ω, pH, temperature, and alkalinity were always non-zero 
(that is, selected by the model). Best subset selection identified the same subset of predictors when using all possible combinations 
of predictors and using both AIC or BIC as the criterion. Thus, results indicate that Ω, pH, temperature, and alkalinity all control 
[238U] to some extent, and a final multiple linear regression model was built using all four as predictors for both genera of interest 
to quantify these relationships. This final model reveals that [238U] has negative linear relationships with temperature and Ω, and 
positive linear relationships with pH and alkalinity (Table 8). The negative linear relationship between temperature and [238U] is 
consistent with previous calibrations. While the relationship between pH and [238U] is not consistent with past studies, this is likely 
due to measuring the effect of pH while controlling Ω, which is very difficult to measure in practice as these variables are closely 
coupled. These relationships also likely differ by genus. 
 

 Both Genera 

Intercept -84.511* (+/- 12.917) 

pH 10.428* (+/- 1.529) 

Temperature -0.062* (+/- 0.008) 

Ω -1.125* (+/- .220) 

Total Alkalinity 0.003* (+/- 0.001) 

Table 8. Multiple linear regression with variables selected from lasso and best subset selection. 
*indicates significance at the 0.05 level. Primary results include coefficient estimates followed by standard errors. 
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DISCUSSION 
This study reveals that using a large observational dataset of coral fossils yields results consistent with several existing, lab-based 
studies measuring temperature and salinity with smaller sample sizes. Specifically, this study confirms previous lab calibrations that 
describe the univariate relationship between ocean temperature and [238U] in fossil coral.3, 4, 18–24 After accounting for salinity, a 
significant negative relationship remains between temperature and [238U]. Additionally, after adjusting for temperature, a 
significant positive relationship was found between salinity and [238U]. Both relationships are consistent with the results of Ourbak 
et al. (2006).4 Interestingly, the relationship between pH and [238U] differed from past lab studies. Specifically, an overall positive 
relationship between pH and [238U] was found, inconsistent with results from lab studies such as Inoue et al. (2011).5 This 
discrepancy was found in the model for Porites alone and when modeling both genera together, but not in the model of only 
Acropora. However, after adjusting for temperature, there was no statistically significant relationship between pH and [238U] in the 
Acropora model. This may be reconciled in two ways. First, univariate relationships are generally insufficient to describe this 
observational data. Secondly, existing lab studies5 did not decouple pH, Ω, and other carbonate system variables, making it 
difficult to identify which variable might in reality be controlling U/Ca. This analysis reveals a negative relationship between Ω 
and [238U], generally consistent with Inoue et al. (2011).5 Indeed, previous univariate model results showing pH as a good predictor 
of [238U] may be related to pH’s high loading on PCA dimension 2. The observation that pH corresponds nearly exactly with a 
PCA dimension shows that it likely captures some information from other parameters that are also highly loaded on PCA 
dimension 2 like Ω and temperature. Thus, slopes reported for pH from previous experiments may indicate control by either Ω 
and/or temperature and not by pH itself.   
 
Based on this work, univariate relationships are insufficient to fully describe the complex interactions of corals and seawater 
conditions. This result suggests that it would likely be challenging to apply a simple proxy for inferring past oceanic conditions as 
represented by coral [238U], since many parameters control [238U]. However, if there is evidence that other variables remain 
constant in some regions or time periods, it could be possible to predict other variables from [238U]. Specifically, since the 
relationship between temperature and [238U] remained even after accounting for salinity, it is possible that [238U] could be used as 
a proxy for measuring temperature. The relationship between pH and [238U] does not appear as simple.  
 
A major difference with this observational data compilation and lab studies is that lab studies often fix all experimental parameters 
besides the one or two they are studying. Furthermore, a study to determine which combination of many possible parameters best 
describe [238U] in corals has not been done. However, the difficulty is that in observational ocean data, and in many lab 
experiments, environmental parameters may covary. While it would be valuable to further test these results in additional 
laboratory experiments, this difficulty can be somewhat addressed with careful variable selection by statistically approximating the 
control of parameters using multiple linear regression, although when two parameters are highly correlated it is difficult to 
evaluate the effect of changes in one while holding the other constant. When including all parameters of interest in variable 
selection through bootstrap lasso and best subset selection, pH, Ω, alkalinity, and temperature are all significant predictors of 
[238U]. Genus also seems to play a key role in these relationships.  
 
The authors acknowledge that the current study still suffers from limitations including the need to filter by genus (rather than by 
species) to include large enough sample sizes. Hence, there could be species-specific effects that are not captured. Additionally, a 
stable climate was assumed for the last 10,000 years, but this is an oversimplification. Previous work has highlighted regional 
changes in climate over this time period that are unaccounted for in this examination, but may be possible to include in future 
studies once regional Holocene climate changes are better constrained.31, 32 Furthermore, many of the environmental variables of 
interest are highly correlated, which can make regression results difficult to interpret. Finally, the range in the environmental 
variables is relatively small (e.g. pH values from 8.00 to 8.15), especially compared to lab calibrations. Though significant 
conclusions can still be drawn, values over larger data ranges, as can be obtained through further lab experiments, would help to 
more fully understand the relationships identified in this study. 
 
CONCLUSIONS 
In this study, a compilation of U-series measurements in tropical corals from a range of geographic locations was used in 
combination with environmental variables from two oceanographic databases to quantify relationships between coral [238U] and 
seawater temperature, salinity, aragonite saturation state, and pH. Univariate linear regressions and multiple linear regressions were 
used to compare relationships between U and environmental parameters. Though there is some fragility to multiple linear 
regression models on these data, results of variable selection analyses indicate that U is dependent on multiple environmental 
parameters and that previously developed univariate regressions may be insufficient to characterize the full range of variables that 
influence coral [238U]. In addition, relationships between [238U] and environmental variables vary by genus. Laboratory culture 
experiments, in which larger ranges of environmental variability can be explored, may prove useful in further testing the 
multivariate relationships found here and for identifying the physical, chemical, and biological mechanisms driving the 
dependences of coral uranium abundance on environmental change.  
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PRESS SUMMARY 
An understanding of past environmental conditions provides context for evaluating modern climate changes, but there is a lack of 
data for periods before the existence of instrument-based environmental records. To reconstruct conditions hundreds to millions 
of years into the past, proxies are needed - indirect indicators of past conditions measured from data or samples that are currently 
accessible. Coral skeletons are one good example of an environmental proxy. They are globally distributed, can be reliably dated, 
and have potential to record high-resolution climate information through their chemical composition and physical structure.  
 
Recently, the uranium/calcium ratio in fossil coral skeletons has been investigated as a proxy for past ocean pH, temperature, 
salinity, and carbonate ion concentration. However, existing calibrations are either lab-based or were developed using small 
numbers (n~15) of natural samples. This study explores whether existing calibrations can describe the relationship between 
uranium concentrations and seawater environmental conditions, such as seawater pH, temperature, salinity, and carbonate ion 
concentration for a large observational dataset of 700 fossil coral samples. Results suggest that no single variable most strongly 
controls U/Ca, but rather that multiple environmental variables are needed to capture it. Specifically, pH, Ω, alkalinity, and 
temperature are all significant predictors of U/Ca. Genus also plays a key role in these relationships. These results provide further 
insight into whether the fossil coral uranium proxy can be used to accurately and precisely reconstruct past ocean conditions. 
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ABSTRACT 
Water table fluctuations in peatlands are closely coupled with the local climate setting and drive critical ecosystem processes 
such as nutrient cycling. In Minnesota, USA, peatlands cover ten percent of the surface area, approximately 2.5 million hectares, 
some of which are actively managed for forest products. To explore the relationship between peatland water tables and 
precipitation, long-term data (1961 to 2019) were used from the Marcell Experimental Forest in northern Minnesota. Starting in 
1961, water table data from seven peatlands, including two types of peatlands (bogs and fens), were measured. We used the 
Theil-Sen estimator to test for monotonic trends in mean monthly water table elevations for individual peatlands and monthly 
precipitation. Water levels in bogs were both more variable and had mean water table elevations that were closer to the surface. 
Individual trends of water table elevations differed among peatlands. Water table elevations increased over time in three of the 
bogs studied and decreased over time in two of the bogs studied. Trends within fens were notably nonlinear across time. No 
significant linear trend was found for mean monthly precipitation between 1961 and 2019. These results highlight differences in 
peatlands types, local physiography, and the importance of understanding how changes in long-term dynamics coupled with 
changing current conditions will influence the effects of water table fluctuations on ecosystem services. The variability of water 
table elevations in bogs poses potential difficulties in modeling these ecosystems or creating adaptive management plans.   
 
KEYWORDS 
Peatlands; Hydrology; Water tables; Bogs; Fens; Monitoring; Minnesota; Climate Change  

 
INTRODUCTION 
Worldwide northern (boreal and subarctic) peatlands have stored carbon (estimated at 500 Pg of carbon) due to slow 
decomposition rates.1-3 Theoretically, aboveground ecosystem productivity increases as a function of belowground carbon.4- 6 In 
peatlands, however, aboveground productivity presents as extremely low growth rates due to infertile conditions, regardless of 
the surplus of belowground carbon.4-7 Northern peatland carbon stores were historically considered “stable” or “inactive”. In 
response to a changing climate, however, hydrological and biogeochemical feedbacks have revealed the extreme sensitivity of 
peatland carbon stocks to fluctuations in decomposition rates.1, 2 

 
Water table dynamics in peatlands control biogeochemical cycles in these systems and are closely linked with local and global 
climate.1 Understanding the feedback processes between water tables and climate in peatlands is critical in predicting the future 
dynamics of these ecosystems. Subsequently, the magnitude of ecosystem services provided by peatlands, such as carbon 
storage and biodiversity, are influenced by these feedback processes.2 Carbon cycling within peatlands is linked with 
fluctuations of the water table since decomposition rates are controlled by soil moisture content.1-3, 8  Slight changes in peatland 
hydrology can cause significant feedbacks in local carbon dynamics and productivity, and thus have major implications for the 
global carbon cycle.8, 9, 10, 11  
 
Long-term changes in water tables may lead to changes in forest composition, notably shifts in understory species, which has 
major implications for forest management.12, 13, 14 Local hydrology strongly influences the composition of plant communities as 
well as the growth of vegetation. For example, some species, especially the evergreen plants of the heath family Ericaceae, are 
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adapted to survive in growth-limiting conditions such as acidic and low fertility soils. If these growing conditions were to 
change, the species composition would likely shift as well.13 Temperature and hydrology are key drivers of change in forest 
composition and productivity, as demonstrated by McPartland et al.14 Decreases in shrub cover were seen in the drought-only 
experiments (i.e. water table drawdown), while drought treatments with warming were correlated with an increase in shrub 
cover.12 In contrast, the relationship between water tables and tree species in peatlands, specifically black spruce (Picea mariana), 
is less clear. A study within bogs at the MEF analyzed the long-term correlation (1963 to 2010) of black spruce growth to 
several climatic factors, and found a weak relationship between annual tree growth and water table elevation.12 These various 
growth strategies suggest a possible decoupling of evapotranspiration and water table elevation due to the perched root systems 
of black spruce located in Sphagnum hummocks above high water tables.12 In addition, rooting depth may increase with declines 
in water table elevation, which would likely shift vegetation community structure.15 Thus, multiple feedback responses due to 
changes in climatic conditions, including changes in water table elevation, may determine the transition of peatland plant 
communities. These relationships suggest that the long-term management of peatlands, and specifically black spruce, will 
become increasingly complex under a changing climate. Fluctuations in water tables may cause a cascading effect on forest 
composition and local hydrology, which may influence forest productivity and health on an ecosystem scale. Therefore, forest 
managers must consider the several feedbacks between local hydrology, forest composition, and structure in order to adaptively 
manage these systems. 
 
Differences in peatland hydrology strongly influence feedback responses. Hydrological characteristics, vegetation, and 
chemistry are used to classify peatland type (i.e. bog or fen). Both bogs and fens have organic soils. Bogs are perched above 
local aquifers and only receive precipitation inputs. Bog soils are acidic and low in plant available nutrients. By contrast, fens 
intersect local aquifers and receive groundwater inputs in addition to precipitation.4 Soils and water in fens are less acidic than 
in bogs (i.e. poor fens) and may even be neutral to alkaline (i.e. rich fen).4, 8, Water tables in bogs are typically more variable than 
in fens since these systems do not receive water inputs from local aquifers and only receive precipitation inputs.1, 2, 4, 9 Water 
table elevation is inversely correlated to decomposition rates. A lowering of the water table will generally result in increased 
decomposition rates.9 The concentration of dissolved minerals is also generally higher in fens compared to bogs.3, 4 
Consequently, the dynamics of peatland hydrology and biogeochemical processes are tightly linked and can influence forest 
composition and subsequently have major implications for forest management.12, 13, 14 
 
The timing, intensity, and frequency of precipitation, runoff, and ET influence the hydrology of peatlands, and these processes 
are not stationary as climate changes. To explore trends, long-term monitoring is required. The Marcell Experimental Forest 
(MEF), located in northern Minnesota, USA, includes a long-term monitoring station of both bogs and fens. Specifically, 
peatland water table and meteorological monitoring have been ongoing since 1961.4 Therefore, the MEF provides records of 
peatland water table elevations in both bogs and fens which can be utilized to quantify trends and differences in annual and 
decadal patterns in types of peatlands.  
 
Given the complexity and interacting feedbacks within peatlands systems, long-term data are required to identify trends in 
hydrological patterns. The Marcell Experimental Forest (MEF) research program, located in northern Minnesota, USA, 
includes monitoring of peatland water table and meteorological data since 1961.4 Therefore, these records of peatland water 
table elevations in both bogs and fens which can be utilized to quantify trends and differences in annual and decadal patterns in 
types of peatlands. Using MEF data, we evaluated trends in water table elevations in bogs and fens at the MEF, the relationship 
of those trends to precipitation, and the magnitude of peatland responses to climate. We hypothesized that water tables within 
bogs would be more variable than that of fens due to the reduced influence of local aquifers in bogs than in fens. Secondly, we 
hypothesized that precipitation would demonstrate a significant linear trend during the period of record. Our results can aid 
natural resource managers in the development adaptive management plans that consider the site-specific responses of these 
stands to climate. 
 
METHODS AND PROCEDURES 
Study region 
Northern Minnesota, USA, represents the southern edge of the boreal forest.11 The composition of Minnesota’s boreal forests 
includes a mix of upland conifer species, wet hardwood forests, and conifer peatland forests.16, 17 Minnesota’s conifer peatland 
forests are dominated by three species, tamarack (Larix laricina), black spruce, and northern white cedar (Thuja occidentalis), and 
represent approximately 450,000 hectares, 550,000 hectares, and 245,000 hectares of forest land, respectively. All three species 
are managed for commercial timber production; black spruce is the second most harvested pulpwood species after aspen 
(Populus spp.), representing millions of dollars in direct and indirect revenue within Minnesota.18  
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Study site4 

The 1114-hectare MEF is located forty kilometers north of Grand Rapids, Minnesota, USA. Formally established as a long-
term monitoring site in 1962 to study peatland ecology and hydrology, the site is funded and operated by the USDA Forest 
Service. 
 
The MEF contains both fens and bogs, as well as upland terrestrial ecosystems. Both forested and open peatlands exist within 
the MEF. Vegetation in fens may include tamarack, black spruce, willow (Salix spp.), speckled alder (Alnus incana ssp. rugosa), 
sedges (Carex spp.), and other species. Several species of Ericaceae are found in bogs. Black spruce and eastern tamarack are the 
major overstory trees in forested bogs.4 Due to nutrient limitation in bogs, overstory trees have low productivity and slow 
growth.11 Sphagnum mosses are the predominant understory species within bogs and fens. 
 
Climate at the MEF is defined as sub-humid continental with an average annual temperature of 3C and average annual 
precipitation of 78.0 cm (± 1 standard deviation of 11.0 cm; 75% of which occurs during snow-free periods). Average January 
temperature is -1 °C and average July temperature is 19°C.4 Typical of northern latitudes, large diurnal and seasonal fluctuations 
in temperature occur. 
 
The MEF is divided into six research watersheds, each having a central peatland and surrounding upland. These six research 
watersheds have been extensively researched with additional information on each watershed, instrumentation, and research 
methods summarized by Sebestyen et. al.4 

  
We investigated the water table elevations of the S1, S2, S3, S4, S5, and S6 peatlands. We also analyzed a research site (not a 
watershed) called Bog Lake Peatland. The bogs are located within the S1, S2, S4, S5, and S6 watersheds. The S3 watershed 
contains a rich fen and Bog Lake Peatland is a poor fen. Soil classification is similar across peatlands at the MEF (Table 1). 
Typic borohemists contain wood fragments, intermediately decomposed (hemic), and are reddish in color.4 Typic borosaprists 
are composed of a surface layer of Sphagnum moss and ericaceous shrubs, with partially and fully decomposed organic layers 
below (saprist).4 Soil water chemistry, specifically pH, differs between the two peatland types, with bogs being more acidic than 
fens (Table 1).  
 

Watershed Starting  
date of  
record  

(Year-month) 

Size  
(hectares) 

Soil series Description Soil water 
pH 

S1 bog 1961-01 8.1 Greenwood Typic Borohemist 3.9 ± 0.2 
 
 

S2 bog 1961-01 3.2 Loxley Typic Borosaprist 3.9 ± 0.2 
 
 

S3 fen 1961-04 18.6 Moose Lake; Lupton Typic Borosaprist;  
Typic Borohemist 

6.9 ± 0.1 
 

S4 bog 1962-04 8.1 Greenwood Typic Borohemist 4.1 ± 0.3 
 

S5 bog 1962-03 6.1 Moose Lake; Lupton Typic Borosaprist;  
Typic Borohemist 

4.1 
 

S6 bog 1965-01 2.0 Seelville peat Typic Borosaprist 4.9 
 

Bog Lake  
Peatland (fen) 

1990-07 NA Greenwood Typic Borohemist 4.1 
 

Table 1. Description of peatland soil classification and chemistry at the Marcell Experimental Forest.4 
 
Trees in the S1 bog and S3 fen at the MEF were experimentally harvested several decades ago. Black spruce were strip cut from 
the S1 bog in 1969, and the remaining strips were then removed in 1974. The S3 fen was clearcut and slash was burned during 
the winter of 1972 to 1973. The other peatlands have not been experimentally manipulated and are reference sites.  
 
Statistical analysis 
Monthly mean water table elevation (mWTE) was calculated by averaging the daily maximum water table elevation dataset for 
each month during the period of record.19, 20 To standardize across the different elevations of the peatlands in the landscape, 
monthly mean water table elevations were mean-centered by subtracting the overall mean water table elevation during the full 
period of record from mWTE for each peatland. The selected time range for all data was 1961 (oldest available data) to 2019 
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(most recent available data). The starting date of record differed slightly for individual peatlands based on when observational 
studies were first established (Table 1) Peatland water table elevations at the MEF were monitored using float-driven well 
levels, with a precision of ±0.3 cm. Additional details on the data collection instrumentation and methods were summarized by 
Sebestyen et al.4 Each watershed dataset contained one peatland type.  
 
Long-term trends in water table elevations in individual peatlands were initially visualized in RStudio v. 1.1.463.21 For each 
individual peatland, a time series plot of mWTE with regression line, autocorrelation function, decomposition function of the 
time series, and monthly box plot were created. Coefficients of variation were calculated for each peatland.  
 
Precipitation (1961-2019) was measured in forest clearings at the S2 and S5 watersheds.19, 20 Precipitation data at the MEF was 
measured to the closest 0.03 cm. To match the frequency of the water table data, monthly precipitation data was aggregated 
from daily precipitation values. Trends in monthly precipitation were tested using nonparametric regression with the Theil-Sen 
estimator in the “openair” package.22, 23 Total, seasonal, and de-seasoned regressions were calculated for each precipitation 
record. Seasonal data was divided into spring (March, April, May), summer (June, July, August), autumn (September, October, 
November), and winter (December, January, February). A statistical test was considered significantly different when a p-value 
was less than 0.05. 
 
The direction and significance of trends in water table elevation were also analyzed using the Theil-Sen estimator in the 
“openair” package.22, 23 Total, seasonal, and de-seasoned regressions were tested for each peatland.22, 23 Mean-centered water 
table elevation was used in the regression to standardize across absolute elevations. De-seasoned regressions were conducted as 
a part of the Theil-Sen function in the “openair” package in order to identify irregular patterns in mean-centered water table 
elevation. Trends in fens were non-monotonic and thus were excluded from the analysis. A time series plot was used to 
visualize trends in mWTE in the S3 fen and Bog Lake Peatland. Separate time series plots over the 1990 to 2019 period were 
used to compare the bogs to the two fens, as limited by the shorter record from the Bog Lake Peatland. 
 
RESULTS 
Trends in water table elevation for individual peatlands 

 
Figure 1a. Changes in monthly mean-centered water table elevation for the S1 bog. The linear trend was statistically significant (p < 0.001). The values at the 

top of the figure denote the slope of the line (cm/year) and the 95% confidence interval (cm).  
 

Figure 1 shows the change in monthly mean-centered water table for each bog through the period of record. Slopes of trend 
lines (cm/year) and 95% confidence intervals (cm) are included for each bog. Trends in mean-centered WTE and mWTE 
varied across peatlands (Figure 1, 2). Peatlands that are in close spatial proximity on the landscape exhibited different trends in 
mWTE. Trends within peatland type (bog versus fen) were not consistent. There was a net decrease in mWTE in the Bog Lake 
Peatland, while the S3 fen had a net increase over the full period of record. It is important to note that the period of study 
began in 1990 for the Bog Lake Peatland, and in 1961 for the S3 fen (Table 1). The trend in the S3 fen, when reevaluated over 
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the same period from 1990 to 2019 was similar to the trend for Bog Lake Peatland. When viewed over the same time period 
(Figure 3), the bogs demonstrated trends which are visually different from the trends in the fens. For each peatland, the 
autocorrelation function, decomposition function, and monthly boxplots were used mainly as exploratory analyses of the data, 
and thus will not be discussed here. 

 
Figure 1b. Changes in monthly mean-centered water table elevation for the S2 bog. The linear trend was statistically significant (p < 0.001). The values at the 

top of the figure denote the slope of the line (cm/year) and the 95% confidence interval (cm).  

 
Figure 1c. Changes in monthly mean-centered water table elevation for the S4 bog. The linear trend was not statistically significant (p > 0.05). The values at 

the top of the figure denote the slope of the line (cm/year) and the 95% confidence interval (cm).  
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Figure 1d. Changes in monthly mean-centered water table elevation for the S5 bog. The linear trend was statistically significant (p < 0.001). The values at the 

top of the figure denote the slope of the line (cm/year) and the 95% confidence interval (cm).  

 
Figure 1e. Changes in monthly mean-centered water table elevation for the S6 bog. The linear trend was statistically significant (p < 0.001). The values at the 

top of the figure denote the slope of the line (cm/year) and the 95% confidence interval (cm).  
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Variability in monthly water table elevations  
The Bog Lake Peatland had a higher coefficient of variation than all other peatlands except for the S1 bog (Table 2). The 
variability of the S3 fen was lower than the bogs.  
 
 

1961-2019 1990-2019 

Peatland 
Coefficient of  

variation Peatland 
Coefficient of  

variation 

S1 bog 0.00034 S1 bog 0.00024 

S2 bog 0.00024 S2 bog 0.00022 

S3 fen 0.00016 S3 fen 0.00015 

S4 bog 0.00018 S4 bog 0.00018 

S5 bog 0.00024 S5 bog 0.00021 

S6 bog 0.00026 S6 bog 0.00024 
Bog Lake  
Peatland 0.00029 

Bog Lake  
Peatland 0.00029 

Table 2. Coefficients of variation (standard deviation divided by mean) for each peatland over the full period of record, as well as the 1990-2019 period. A 
higher coefficient of variation denotes higher variability. 
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Figure 3. Trends in mean monthly water table elevation (mWTE) in the bogs over the same time period (1990-2019) as the fens. 
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Nonparametric regression with Theil-Sen estimator 
Linear trends in monthly mean-centered WTE were significant for all except the S4 bog (Figure 1; Table 3). Fens were 
excluded from nonparametric analysis after initial exploratory analyses showed that trends were not monotonic, which violates 
a key assumption of the Theil-Sen estimator. The Theil-Sen estimator was applied to monthly mean-centered WTE to 
standardize across the landscape; thus, the Theil-Sen figures demonstrate deviations from the mean of all monthly water table 
observations during the period of record for each peatland. (Figure 1). 
 

 Spring Summer Autumn  Winter Deseasoned 

S1 Bog      

Slope 0.13 0.10 0.10 0.10 0.10 

Intercept 5.0 1.7 1.8 3.8 0.63 

Significance *** *** ** * *** 

S2 Bog      

Slope -0.17 -0.19 -0.20 -0.21 -0.20 

Intercept 7.7 6.9 7.7 1.8 6.0 

Significance *** *** *** *** *** 

S4 Bog      

Slope 0.024 -0.015 -0.033 -0.047 -0.024 

Intercept 4.4 2.6 2.2 -2.5 1.42 

Significance 0.42 0.42 0.14 0.083 * 

S5 Bog      

Slope 0.20 0.15 0.14 0.13 0.157 

Intercept 1.8 -0.23 -0.82 -6.5 -2.3 

Significance *** *** *** *** *** 

S6 Bog      

Slope 0.20 0.17 0.12 0.16 0.16 

Intercept 1.3 -1.6 -1.7 -7.3 -2.3 

Significance *** *** * ** *** 

Table 3. Slopes, intercepts, and significance levels of Theil-Sen estimator for all bogs. Fens were notably non-monotonic and were not included in the Theil-
Sen analysis. Slopes are in units of centimeters per year. Intercepts are in units of centimeters. Significance levels are denoted as p < 0.001 = ∗ ∗ ∗, p < 0.01 = 

∗∗, p < 0.05 = ∗. 
Precipitation trends 
We found no linear increases or decreases over time in monthly precipitation at the S5 or S2 stations between 1961 and 2019 
(Figure 4).  
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Figure 4a. Linear trends in monthly precipitation for the S5 meteorological 
station was not significant (p > 0.05). Values above each figure denote slope 

(cm) and 95% confidence intervals (cm). 
 

Figure 4b.  Linear trends in monthly precipitation for the S2 meteorological 
station was not significant (p > 0.05). Values above each figure denote slope 

(cm) and 95% confidence intervals (cm).

DISCUSSION 
Our results demonstrate the variability and diversity of water table elevation during similar climate conditions in peatlands, as well 
as the non-linearity of peatland responses to monthly precipitation in northern Minnesota peatlands. The magnitude of change in 
water table elevations differed among individual watersheds and were not consistent within peatland type. However, these trends 
were significantly different through time in general.  
 
The responsiveness of water tables in bogs versus fens is an intrinsic hydrologic characteristic of these ecosystems. Fens are 
connected to local aquifers and groundwater inflow, while bogs are perched above aquifers and only receive precipitation inputs.1, 

2, 4, 9 However, the Bog Lake Fen had the highest coefficient of variation than all peatlands except for the S1 bog, which 
contradicts our initial hypothesis (Figure 1, 2, 3; Table 2). The lack of connection to local aquifers in bogs should increase the 
magnitude of water table responses to precipitation fluctuations, but this prediction is not clear from this analysis alone. The bogs 
contain more outliers than the fens, and trends in the fens appear to be more cyclical. The two peatland types are different, but 
the variability between bogs and fens did not support our initial hypothesis that bogs would be more variable than fens. The 
differences between the two fens, due to the harvesting of the S3 fen, may have resulted in the lack of clear differences in 
variability between the two peatland types. Ideally, both fens would receive the same experimental treatments to allow for the 
direct comparison to bogs; however, the difference between these two fens complicates the direct comparison to the bogs.   
 
The analysis of individual peatlands revealed unique and inconsistent water table trends both within and between peatland types. 
For example, the mWTE did not significantly change in the S4 bog, in contrast to either a positive or negative trend in other 
watersheds (Figure 1, 3). When seasonality was removed, trends within all peatlands were significant except for the S4 bog, 
although the trends were not all the same direction (Table 3). The water table may be influenced by internal feedbacks, such as 
fluctuations in ET from vegetation.24 External forcings, such as the harvesting activities performed in the S1 bog and S3 fen, also 
play a major role in the response of peatland water tables.25 Therefore, the long-term trends of mWTE are site-specific and 
nonlinear.24, 26  
 
Long-term water table dynamics were also not consistent within a peatland type, and bogs were more variable than the fens. 
When the two fens are viewed from 1990 on, the trend within the S3 fen mirrors that of the Bog Lake Peatland (Figure 2). The 
Bog Lake Peatland is mainly vegetated with Sphagnum moss and sedges, as well as some stunted tamarack. This peatland is a poor 
fen with a mean pH of 4.1 (1992-2019), and also lacks a surface water outlet (Table 1). On the other hand, the S3 rich fen is 
vegetated with willow, speckled alder, black spruce, tamarack, and paper birch. The entire fen was clearcut and the harvesting 
slash burned in the winter of 1972 to 1973.4 No water table response to the harvesting was observed.25 The S3 fen, with a pH of 
6.9 ± 0.1, is also less acidic than the Bog Lake Peatland and also has a surface water outlet (Table 1).4 Even with differences in 
vegetation, chemistry, and land management practices over the 1961 to 2019 period, water table responses were similar in both 
fens from 1990 to 2019. The connection of fens to surrounding aquifers acts as a stabilizing factor in long-term water table 
elevations.4 Large-scale commercial harvesting, even when conducted in the winter, has the potential to change the bulk density 
and hydraulic conductivity of the underlying peat through compression of the organic soil and removal of tree roots, which 
subsequently affects soil structure.9 However, these results show that water tables in both fens did not demonstrate a significant 
response to harvesting activities. The hydrological properties (i.e. connection to aquifer) of fens may allow for some magnitude of 
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resilience to change following large-scale harvesting operations. Semi-cyclical mWTE fluctuations occurred in both fens. These 
trends may represent the stabilization of water tables via connection to local aquifers, which provide a consistent input of water.27   
 
Water table elevations were inconsistent within the two peatland types and our analyses demonstrated no clear similarities to 
precipitation trends (Table 2).  The S1, S5, and S6 bogs experienced net increases in mWTE, and S2 and S4 experienced net 
decreases in mWTE (Figure 2). The trend in S4 mean-centered WTE, however, was only significant when the seasonal 
component was removed, and the slope coefficient was an order of magnitude smaller than the other peatlands (Table 3). Each 
bog had unique water table fluctuations through time, even though there was no significant linear trend in precipitation (Figure 1, 
4).  For example, the S2 bog had a significant negative slope in mWTE when seasonality was considered, showing that the water 
table has significantly fallen since 1961 (Table 2). The five bogs are similar in composition; the canopies consist mainly of black 
spruce and tamarack, and the understories are dominated by Ericaceous plants and Sphagnum moss. The net decrease in mWTE in 
the S2 bog may suggest that ET has potentially increased since 1961 since vegetation is similar across the bogs, but previous 
studies have found that variations in peatland water tables may not control ET. 28 It is critical to note that this analysis of 
precipitation only examined linear trends and did not consider factors such as snowmelt and inter-annual variability. Further 
detailed analysis of changes in the form of precipitation, inter- and intra-annual variability, and timing of precipitation is required 
to make further conclusions about the relationship between water tables and precipitation. 
 
Regardless, the long-term relationship between mWTE and precipitation in the bogs is inconsistent among the sites. The 
variability of water table elevations in bogs poses potential difficulties in modeling these ecosystems or creating adaptive 
management plans. The bogs analyzed in this study were similar in composition, history, and location but each had unique a 
response despite the fact that all peatlands experienced the same amount of precipitation. This suggests that the responses of bogs 
to precipitation over long time-scales are extremely site-specific and difficult to predict.2, 3, 6, 12 Understanding the diversity of 
peatland water table responses to warming air temperature and increasing ET through analysis of historical datasets is essential to 
representing peatlands in Earth Systems Models, which in turn, provide projections of future conditions. Regardless, in the 
context of management, this complexity of peatlands water table responses, especially differences between bogs and fens, suggests 
the need for site-specific knowledge, instead of generalized regional models.  
 
Water table dynamics in peatlands are also complicated by microtopography, which is characterized by hummocks and hollows. 
These fine-scale variations lead to spatially complex water table dynamics that can be difficult to parameterize.29-31 Changes in 
water table levels may lead to altered fine-root growth, which is strongly influenced by decreased water table elevations.32 Black 
spruce and tamarack are both shallow-rooted species. Accordingly, longer durations of lowered water tables may increase drought 
stress of the overstory trees. These feedbacks would subsequently change rates of ET. Understanding these dynamics is especially 
crucial in the context of peatland carbon dynamics, since water tables and carbon cycling are closely coupled. Not only do fens 
and bogs possibly respond differently to precipitation and disturbances (e.g. harvesting activities), but individual bogs 
demonstrated different trends in mWTE between 1961 and 2019. It is important to note, however, that differences in drainage 
area, trees (size, age, and basal area), and elevation above surrounding aquifers may have caused these differences.  
 
Changes in water table elevation may also alter potential greenhouse gas (GHG) emissions from peatlands.10, 27, 33 For example, 
water table drawdowns can lead to increased tree growth and carbon dioxide emissions due to enhanced decomposition. On the 
other hand, high water tables promote methanogenesis and methane emissions from peatland soils.10, 29 While carbon cycle 
responses at the Marcell Experimental Forest are beyond the scope of this study, this study identifies uncertainties related to 
potential ecosystem-level responses in peatlands to changes in water table elevation. 
 
The nearly sixty-year temporal span of these data provides preliminary insights on the long-term precipitation patterns in northern 
Minnesota. The IPCC Fifth Assessment Report predicts that precipitation will increase in the long term in northern latitudes.34 In 
addition, peatlands are expected to be extremely responsive to an increasing global temperature, which may lead to increased ET 
and decreased mWTE.29, 33, 34 The unique responses among fens and bogs in northern Minnesota represent the need for 
additional research and monitoring in these systems. The highly localized responses among fens and bogs have implications for 
carbon cycle models, which may be over or underestimating outputs depending on ecosystem representation (or lack thereof) and 
model parameters.35, 36 Additionally, these highly localized responses have implications for modeling or predicting future forest 
composition and structure. The development of regional or state-wide forest management plans may be unable to fully account 
for the many possible peatland water table responses under a changing climate and continue to highlight the importance of 
evaluating individual sites and stands when considering forest management activities in peatland forest ecosystems. 
 
While the simple linear modeling presented in this research serves as a foundational first step in this study, further consideration 
of these data could include: 1) making direct comparisons between monthly precipitation and water table data; 2) using the 
precipitation data to parse periods of time so that the authors can determine whether sites are behaving similarly to one another 
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during different climatic conditions. Across all of these approaches, the authors should attempt to analyze for significant 
differences between bogs and fens as well as disturbed and undisturbed sites.  
 
CONCLUSIONS 
This study demonstrated the complexity of peatland hydrological dynamics and the uncertainties of the long-term relationship 
between mWTE and precipitation.37 Water table elevations differed between seasons both within and between peatlands, and 
bogs were more variable than fens (Table 3). In addition, bogs and fens had significantly different trends in mWTE (Figure 1, 2, 
3). The non-linearity of water table responses to rainfall variability is likely due to complex physical and biophysical flowpaths and 
feedbacks. Precipitation serves as only one control on mWTE, in addition to temperature fluctuations, ET, and other processes. 
Therefore, these results represent a small portion of the complex responses of peatlands over time. However, the results of this 
study revealed site-specific responses of each peatland to changes in moisture and the inconsistency of trends within the same 
peatland type. This site specificity has implications for the representation of peatlands in models. The management history, 
geomorphic setting, subsurface heterogeneity, connectivity to surrounding uplands, and composition of each peatland likely all 
influence the response of a site to changes in precipitation, which can result in uncertainty of how water tables will respond with 
air warming, increasing ET, and other manifestations of climate change.37, 38, 39  

 

Given our current limited understanding of forest ecosystem successional development pathways of peatland forests in 
Minnesota, there is still much to learn.  This learning process becomes more complicated as climate change continues to influence 
ecosystem processes in peatlands. This complexity is demonstrated by our results which show inconsistent results between fens 
and bogs and also the variable response among the different bogs. This research highlights the need for natural resource managers 
to utilize an adaptive management framework, which relies on continual assessment and monitoring. Data from management at 
the southern edge of the boreal forest will provide critical information as these changes move further north. Adaptive forest 
management would allow for flexible decision-making that accounts for the site-specific behavior of peatland ecosystems. The 
complexity of peatland responses to climate requires the need for ecologically-sound management decisions in these systems, as 
well as a detailed understanding of local hydrodynamics and the sensitivity of the landscape to change.   
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PRESS SUMMARY 
Changes in water tables in northern peatlands strongly influence the health and productivity of these ecosystems. Peatlands (bogs 
and fens) cover ten percent of the surface area in Minnesota, USA, and thus are a critical part of the landscape. Long-term data 
(1961 to 2019) from the Marcell Experimental Forest were used to analyze the trends in water tables in northern peatlands. 
Responses were not consistent across peatland type, and water table trends were different between bogs and fens as a whole. 
Even though precipitation has not significantly changed since 1961, water tables in peatlands at the Marcell Experimental Forest 
have varied through time. These results show that water table trends within peatlands, which provide crucial ecosystem services, 
are likely site-specific and variable. These findings highlight a need for site-specific management plans and long-term hydrological 
modelling.  
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ABSTRACT 
Although previous studies have examined the impact of comorbid major depressive disorder (MDD) on social anxiety disorder 
(SAD), the results have been somewhat mixed. Furthermore, most studies have been conducted in inpatient or outpatient 
settings. Given the large body of literature that suggests that this particular comorbidity can have negative effects on treatment 
efficacy and outcomes, it is important to continue to explore its impact. The present study aims to clarify contradictions in the 
literature and expands on previous studies by examining patients in a partial hospitalization setting. Patients at Rhode Island 
Hospital with a diagnosis of SAD were compared to those with comorbid SAD and MDD on pre-treatment and post-treatment 
measures of anxiety and depression. The results indicated that while the comorbid group showed significantly less improvement 
post-treatment on anxiety symptoms and constructs related to remission from depression, they did not show significantly less 
improvement on depression symptoms. The implications of these results for clinical practice are discussed. 
 
KEYWORDS 
Social Anxiety Disorder; Major Depressive Disorder; Comorbid Anxiety Disorders; Comorbid Mood Disorders; Treatment 
Outcomes; Partial Hospitalization Program 
 
INTRODUCTION 
Social anxiety disorder (SAD) is one of the most common mental disorders in the U.S., with a prevalence (12.1%) behind only 
major depressive disorder (MDD; 16.6%), alcohol use disorder (13.2%), and specific phobias (12.5%).1 According to the 2001-
2003 National Comorbidity Survey, nearly one in 10 individuals in the U.S. suffer from SAD during their lifetime.2 Not only is 
SAD common, the disorder can have debilitating effects. Roughly one-third of people diagnosed with SAD in the U.S. report 
severe interpersonal, occupational, or psychosocial impairment.2 Over 90% of those diagnosed with SAD report some level of 
impairment in one or more of these domains.3 The pervasive, chronic, and disruptive nature of the disorder highlights a need for 
effective treatments. 
 
A high rate of psychiatric comorbidity among those with SAD further increases the complexity and resulting impairment of this 
disorder. Prevalence estimates of comorbid disorders with SAD are as high as 90%, with major depressive disorder (MDD) being 
the most common comorbid diagnosis, estimated in 30-75% of individuals with SAD.4 A diagnosis of SAD has even been 
demonstrated to predict subsequent MDD,5 further highlighting the relationship between these disorders. This comorbidity 
results in much greater impairment across various domains than either disorder alone. Patients with comorbid SAD and MDD 
often experience more severe social anxiety symptoms,4 greater psychosocial impairment, longer depressive episodes, increased 
suicidal ideation, more time out of work, and greater likelihood of substance abuse.6 Greater impairment associated with this 
comorbidity may significantly affect the clinical course, underscoring a need for more research on treatment outcomes among this 
population. 
 
Several treatments have been found to be efficacious in treating SAD or MDD. Cognitive Behavioral Therapy (CBT) is the most 
widely studied psychosocial approach to treating these disorders and produces consistently positive results in both group and 
individual settings.7–10 For patients with SAD, CBT shows nearly twice the response rate of placebo groups (50-56% vs. 32%) and 
remission rates between 8% and 36%, indicating moderate short-term and long-term efficacy.10 Other psychosocial treatments 
that have demonstrated similar efficacy in treating these disorders include interpersonal therapy, psychodynamic therapy, and 
mindfulness-based treatments.10 Patients with either diagnosis have been shown to improve as a result of mindfulness-based stress 
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reduction programs (MBSR),11–13 mindfulness-based cognitive therapy (MBCT),14–16 and Acceptance and Commitment Therapy 
(ACT).17–20  These results illustrate that a number of different therapies can successfully treat individuals with SAD or MDD.  
 
While certain treatments are effective in treating SAD and MDD individually, there are mixed results on treatment outcomes 
among individuals with comorbid SAD and MDD. Some research has shown that the presence of this comorbidity does not 
produce different treatment outcomes than the presence of SAD or MDD alone.21 For instance, one study found that comorbid 
SAD did not interfere with CBT outcomes in depressed patients.22 Another preliminary study found that 16 sessions of ACT 
improved both symptoms and functioning in adults with SAD and MDD in an outpatient psychiatric setting.23 However, it is 
unclear whether these gains would be comparable to those obtained by patients with a single SAD diagnosis undergoing the same 
therapy. Conversely, some research has found poorer treatment outcomes for those with comorbid SAD and MDD. One study 
demonstrated that SAD patients with severe depressive symptoms, while not meeting clinical criteria for MDD, exhibited 
diminished response to treatment and increased treatment drop-out rates when compared to SAD patients with less severe 
depressive symptoms.24 Social anxiety symptoms in depressed patients treated with CBT and cognitive-behavioral group therapy 
(CBGT) have also been shown to increase during one-year follow-up periods.25 Other research on the efficacy of CBT has found 
smaller magnitudes of improvement in those with comorbid SAD and MDD than those with SAD alone.21 Given this conflicting 
evidence, further research into treatment outcomes for comorbid SAD and MDD is needed to clarify the response of these 
individuals to psychological treatment.  
 
The majority of research evaluating treatment outcomes for patients with SAD or comorbid SAD and MDD has been conducted 
within inpatient and outpatient treatment settings.26–27 Partial hospitalization programs fall between the differing intensities of 
these settings. While some research has shown CBT to be effective for either SAD or MDD in a partial hospital setting, there has 
been limited research conducted in this setting overall.28-29 The authors are not aware of any research evaluating differences in 
treatment outcomes in a partial hospital setting for individuals with SAD alone and individuals with comorbid SAD and MDD. 
The current study from the Rhode Island Hospital Methods to Improve Diagnostic and Assessment Services (MIDAS) Project 
aims to compare treatment outcomes between patients with a diagnosis of SAD in the absence of MDD and patients with 
comorbid SAD and MDD. While research on this topic is mixed, it was hypothesized that treatment outcomes would be poorer 
across a number of domains for those with comorbid SAD and MDD than those with SAD in the absence of MDD. Specifically, 
due to literature that has linked this comorbidity with poor treatment outcomes,21, 24, 25 it was expected that individuals with 
comorbid SAD and MDD would demonstrate less improvement during treatment, and upon discharge would exhibit more 
impairment in everyday life and greater severity of anxiety and depression when compared to individuals with SAD in the absence 
of MDD.  
 
METHODS AND PROCEDURES 
The Rhode Island Hospital institutional review committee approved the following research protocol, and all patients provided 
informed, written consent. 
 
Site 
Data was collected from individuals referred to the Rhode Island Hospital partial hospitalization program for first time treatment. 
The program treats patients five days per week, and patients attend four group therapies throughout the day, as well as daily 
individual meetings with a therapist and psychiatrist. Patients return home after each day in the program. Both group and 
individual therapies are largely based in Acceptance and Commitment Therapy. Patients undergo mindfulness training during 
treatment, and the program also offers a volunteer, therapist-led meditation group. Duration of treatment is most often based on 
treatment responses, thus, patients who improve more quickly discharge from the program after fewer days of treatment than 
those who do not. The average duration of treatment is just over eight days.  
 
Participants 
Between April 2014 and January 2020, 4,634 individuals presented for treatment to the Rhode Island Hospital Department of 
Psychiatry Partial Hospital Program. For patients who were treated in the program more than once, we included data only from 
their first admission. Patients were excluded if they had missing data on measures of depression or anxiety at baseline or discharge 
(n = 2,547). Patients were also excluded if they did not have a current diagnosis of social anxiety disorder (n = 1,617), leaving a 
sample of 470 patients. Diagnoses were made on patients’ first day of attendance in the program, either by a trained clinical 
interviewer who administered the Structured Clinical Interview for DSM-IV30 (n = 292), or by a board-certified psychiatrist (n = 
178).  
 
As the focus of this investigation concerned the impact of MDD on treatment outcomes in patients with a diagnosis of SAD, an 
MDD only comparison group was not included. Furthermore, our choice of a SAD comparison group was based on previous 
findings that a diagnosis of SAD precedes a diagnosis of MDD in 69% of comorbid cases, even predicting later development of 
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MDD.5 Because patients with a SAD/MDD comorbidity are more likely to have been diagnosed with SAD first, comparing 
comorbid patients to those with SAD alone was most intuitive. 
 
Measures 
Clinically Useful Anxiety Outcome Scale: The Clinically Useful Anxiety Outcome Scale (CUXOS)31 is a 25-item self-report 
measure of anxiety symptom severity. Patients are asked to rate the frequency of anxiety symptoms on an ordinal scale with the 
prompt “in the past week, including today…” (for the intake scale) and “during the past day…” (for the daily scale). Possible 
responses include (0) not at all, (1) a little bit, (2) a moderate amount, (3) quite a bit, and (4) almost always. The daily version of 
the CUXOS has demonstrated good internal consistency (Cronbach's alpha at intake = 0.93; Cronbach's alpha at follow-
up = 0.95), test-retest reliability (r = 0.95 and 0.96, at intake and follow-up respectively), and was more correlated with measures of 
anxiety than with scales measuring other symptoms such as depression.32 First and last day scores were used from the CUXOS to 
represent pre- and post-treatment anxiety symptom severity. 
 
Clinically Useful Depression Outcome Scale: The Clinically Useful Depression Outcome Scale (CUDOS)33 is an 18-item self-
report measure of depression symptom severity. Patients are asked to rate the severity of depression symptoms “in the past week, 
including today…” (for the intake scale) and “during the past day…” (for the daily scale). Possible responses include (0) not at all, 
(1) a little bit, (2) a moderate amount, (3) quite a bit, and (4) almost always. The daily version of the CUDOS has been found to 
exhibit high internal consistency (Cronbach’s alpha at intake = 0.82, Cronbach’s alpha at follow-up = 0.93), test-retest reliability, (r 
= 0.91 at intake, r = 0.98 at follow-up) and high correlation with other measures of depressive symptoms.34 First and last day 
scores were used from the CUDOS to represent pre- and post-treatment depression levels in this study. 
 
Remission from Depression Questionnaire: The Remission from Depression Questionnaire (RDQ)35 is a 60-item measure 
designed to capture a broad array of domains considered by patients to be relevant to constructs of depression remission. These 
domains include symptoms (25 items), coping ability (five items), positive mental health (12 items), functioning (10 items), and 
wellbeing and life satisfaction (eight items). This scale has demonstrated good internal consistency (overall Cronbach’s alpha = 
0.97, Cronbach’s alpha for each subscale > 0.80), test-retest reliability (r = 0.85 for overall scale, and r > 0.64 for each subscale), 
and was significantly correlated with measures of depression, anxiety, psychosocial impairment, and quality of life.35 As the 
CUDOS and CUXOS are more comprehensive measures of depression and anxiety symptom severity, the RDQ symptom 
subscale was not included in analysis. 
 
Analytic Strategy 
Patients included in analysis were divided into two groups: those with a current diagnosis of social anxiety disorder (SAD) in the 
absence of major depressive disorder (MDD) (n = 161), and those with comorbid SAD and MDD (n = 309). Demographic and 
clinical information were compared between groups, using Chi-square tests for categorical variables and t-tests for continuous 
variables. A series of one-way analysis of covariance models (ANCOVAs) were conducted to determine differences in measures 
of symptom and functioning change during treatment between groups, while controlling for score of pre-treatment measures. 
Levene’s test and normality checks were carried out and the assumptions met. 
 
RESULTS 
Demographics 
This sample was predominately white, identified as female, and had completed at least a high school education. Patients were 
between 18 and 80 years old (M = 33.3, SD = 13.4), and patients in the comorbid SAD and MDD group were significantly older 
(34.49 + 13.82 vs. 31.03 + 12.26, p = .008). Full demographic results for each group can be found in Table 1.  
 

Demographic Characteristic SAD (n = 161) SAD/MDD (n = 309) Group test 

 N % N % x P 

Gender     1.84 .40 

    Female 107 66.5 207 67.0   

    Male 44 27.3 91 28.5   

    Trans, Nonbinary 10 6.2 11 3.6   

    Race/Ethnicity     5.01 .42 

    White 122 75.8 247 79.9   

    Black 12 7.5 23 7.4   
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    Hispanic 11 6.8 22 7.1   

    Asian 8 5.0 7 2.3   

    Other 7 4.3 10 3.2   

Relationship Status     8.19 .15 

    Married 24 14.9 66 21.4   

    Single 98 60.9 152 49.2   

    Cohabiting 15 9.3 36 11.7   

    Divorced/Separated 17 10.6 38 12.3   

    Widowed 1 0.6 8 2.6   

Education     3.53 .90 

    High School Degree 151 93.8 289 93.5   

    4-Year College Degree 49 30.4 82 26.5   

    Graduate Degree 11 6.8 24 7.8   

 M SD M SD t  

Age 31.03 12.26 34.49 13.82 -2.67 .008 
Table 1. Demographic and Diagnostic Characteristics in Outpatient and Partial Hospital Samples 
 
Clinical Differences 
At baseline, patients in the comorbid group had significantly higher depression severity, fewer coping skills, lower functioning, 
poorer well-being, and less positive mental health than the SAD group. Conversely, there was no difference in baseline anxiety 
severity between the two groups. Full clinical differences between groups at baseline can be found in Table 2. 
  

Measure SAD  SAD/MDD  

 N M SD N M SD T-Value 

CUDOS 161 38.91 13.52 309 44.63 10.55 -5.05* 

CUXOS 161 40.43 16.84 309 41.60 16.32 -0.72 

Coping Skills 141 3.24 2.19 277 2.39 2.04 3.93* 

Functioning 140 7.94 4.42 276 6.51 3.81 3.42* 

Well-Being  140 3.89 3.63 276 2.58 3.02 3.91* 

Positive Mental Health 140 7.31 5.40 277 4.29 4.08 6.39* 

Table 2. Baseline Characteristics Between SAD and SAD/MDD Groups. *p < .05 
 
At discharge, however, the comorbid group had significantly higher anxiety severity than the SAD group. Once again, the 
comorbid group also had significantly higher depression severity, fewer coping skills, lower functioning, poorer well-being, and 
less positive mental health than the SAD group. Full clinical differences between groups at discharge can be found in Table 3. 
 

Measure SAD  SAD/MDD  

 N M SD N M SD T-Value 

CUDOS 161 16.52 14.09 309 21.46 14.76 -3.50* 

CUXOS 161 21.01 17.40 309 25.15 18.19 -2.38* 

Coping Skills 102 6.13 2.59 209 4.59 2.48 5.05* 

Functioning 102 12.96 4.65 209 10.81 4.76 5.20* 

Well-Being  102 9.01 4.33 209 6.72 4.46 3.77* 

Positive Mental 
Health 

102 14.44 5.53 209 10.81 5.88 4.29* 

Table 3. Discharge Clinical Characteristics Between SAD and SAD/MDD Groups. *p < .05 
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Treatment Outcomes 
Number of days in treatment did not differ between groups (7.78 + 5.05 vs. 8.49 + 5.29, p = .16).  Both the observed and 
adjusted means showed that the comorbid group was more impaired at discharge across all measures. At treatment termination, 
the comorbid group showed significantly less improvement in anxiety severity (F(1, 467) = 5.52, p = .02), coping skills (F(1, 278) 
= 16.44, p < .01) functioning (F(1, 278) = 4.43, p = .04), positive mental health (F(1, 278) = 10.63, p = .001), and well-being and 
life satisfaction (F(1, 278) = 6.54, p = .01) than the SAD group. The comorbid group did not significantly differ from the SAD 
group in terms of improvement in depressive symptom severity (F(1, 467) = 3.62, p = .07). Although the comorbid group 
exhibited less improvement in anxiety symptoms and across RDQ domains relative to the SAD group, both groups improved 
greatly across all measures during treatment.  
 
DISCUSSION 
Consistent with literature that has found poorer treatment outcomes among those with comorbid SAD and MDD, our results 
suggest that comorbid patients exhibited less improvement in anxiety symptoms, coping skills, functioning, positive mental health, 
and well-being and life satisfaction than patients with SAD alone. On the other hand, our hypothesis that the comorbid group 
would show less improvement in depressive severity was not supported, with neither group showing significantly greater 
improvement in depressive symptoms. 
 
These results are in line with literature that has found diminished treatment responses and smaller magnitudes of improvement 
among patients with comorbid SAD and MDD.21, 24 The finding that anxiety symptoms improved comparatively less than 
depressive symptoms among comorbid patients is likewise supported by previous studies. In examining treatment outcomes 
among depressed patients with comorbid anxiety disorders, one study found that comorbid SAD uniquely produced greater 
reductions in depressive symptoms during treatment as well as elevated social anxiety symptoms during and after treatment.22 
Another study also described increased social anxiety symptoms in patients with comorbid SAD and MDD following treatment.25 
Insofar as our study supports these conclusions, our results indicate that anxiety symptoms should be a point of increased focus 
for clinicians when treating SAD patients with comorbid MDD. 
 
It is also of note that while the amount of improvement in depressive symptom severity during treatment did not differ between 
the two groups, the comorbid group did show significantly less improvement in depression-adjacent constructs measured by the 
RDQ. Given that these constructs have been rated by patients as important in determining remission from depression,34 this 
indicates that those in the comorbid group derived less benefit from treatment than those in the SAD only group, even if the 
depressive symptoms themselves are not improving at significantly different rates. 
 
Future research could expand upon our findings in a number of ways. Research building on differences found in this study 
between anxiety and depressive symptom improvement among those with comorbid SAD and MDD is warranted. Moscovich et 
al. reported that changes in social anxiety symptoms during CBGT account for 91% of changes in depressive symptoms, whereas 
changes in depression account for only 6% of changes in social anxiety symptoms.36 Thus, targeting social anxiety symptoms in 
patients with this comorbidity will likely simultaneously reduce depression. Other research enumerates which aspects of social 
anxiety may require more focus in therapy among patients with SAD/MDD. For instance, social avoidance has been shown to be 
augmented in comorbid patients both during and up to 32 months after treatment.22 Given Moscovitch et al.’s conclusions that 
changes in social anxiety mediate changes in depression among comorbid patients,36 future studies should examine symptom-level 
changes during treatment in order to assess which cognitive or behavioral areas exhibit differential improvement between these 
two disorders. Such research could reveal more precisely which specific social anxiety symptoms are associated with these changes 
in depression. 
 
In addition, some research has suggested that gains made in therapy are typically not maintained over a one-year follow-up period 
in SAD patients with current MDD.25 Furthermore, current MDD predicted the post-treatment loss of gains better than the 
presence of other comorbid anxiety disorders or social anxiety severity at intake.25 Other researchers have found that depressive 
symptom severity, but not social anxiety symptom severity, at intake is related to poorer treatment response and higher drop-out 
rates.24 Due to these findings, future studies in partial hospital settings should examine whether improvements made during 
treatment are maintained after discharge.  
  
Along similar lines, future research should explore treatment outcomes as a function of the duration of treatment. Research on 
the efficacy of acute partial hospital treatment is extremely limited and previous findings on the outcomes of shorter treatment 
durations are conflicted. Although most research has found acute treatment (5-8 days) in partial hospital settings to be comparable 
to inpatient treatment or longer partial hospital stays in treating psychiatric disorders,37, 38, 39 other research has suggested that 
shorter stays may have negative impacts on readmission rates40 and suicide risk41 among depressed patients.  
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Data for the current study was collected in an in-person treatment format prior to the Covid-19 pandemic. It may be important to 
explore effects of the Covid-19 pandemic on psychiatric populations receiving care virtually in partial hospital programs. Patients 
with higher baseline symptom severity and greater numbers of psychiatric comorbidities, such as those typically treated in partial 
hospital programs, may experience more severe and persistent effects than others. However, a virtual treatment format requires 
less patient interaction, which may be beneficial to patients with a diagnosis of SAD. The impact of the pandemic on mental 
health may be long-lasting, and has magnified healthcare and economic disparities, disproportionately affecting ethnic and other 
minority populations.42 Exploration of treatment outcomes as a result of adaptations made to mental health care in the last year 
are warranted.  
 
The current study has some important limitations. This study was conducted in a single clinical location in which the majority of 
patients were white, female, and had health insurance. Replication of this study in different treatment settings and a sample with 
different demographic characteristics is warranted. In addition, the CUXOS items are designed to assess general anxiety 
symptoms rather than specific social anxiety symptoms. Future extensions of this study may benefit from measures designed 
specifically to assess social anxiety. This study also chose to focus on differences in treatment outcomes exclusively among SAD 
patients with and without MDD. As SAD typically predates development of MDD in patients with both disorders, this study 
examined how comorbid MDD impacts treatment for patients with SAD, rather than the other way around. However, this line of 
research would benefit from the inclusion of an MDD group in the future, to determine if results would differ. 
 
CONCLUSIONS 
Despite these limitations, our research makes several contributions to existing literature. By exploring treatment outcomes in a 
partial hospital setting, this study expands upon and supports studies that have found poorer treatment outcomes among 
comorbid patients within inpatient and outpatient settings. In addition, this is the first study that we are aware of that examines 
these differences in a partial hospital setting. Furthermore, our results align with past findings regarding increased anxiety 
symptoms among comorbid patients, clarifying points for future research and indicating potential areas for clinician focus. Our 
research confirms that a comorbid diagnosis of SAD and MDD may present unique challenges that should be properly addressed 
in treatment and encourages further exploration of these challenges.  
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PRESS SUMMARY 
Although previous studies have examined the impact of comorbid major depressive disorder (MDD) on social anxiety disorder 
(SAD), the results have been somewhat mixed. Most studies have found that comorbid MDD negatively impacts patients with 
SAD both in terms of everyday impairment and in terms of treatment efficacy and outcomes. This study confirms these findings, 
while examining this comorbidity in an under-studied setting (partial hospitalization program). Patients at Rhode Island Hospital 
with a diagnosis of SAD were compared to those with comorbid SAD and MDD on pre-treatment and post-treatment measures 
of anxiety and depression. As predicted, the comorbid groups showed significantly less improvement on anxiety symptoms and 
several constructs related to remission from depression. However, there were no significant differences on improvement in 
depressive symptoms. These findings corroborate previous studies which have suggested that anxiety symptoms may need to be a 
point of focus for patients with this comorbidity. 
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ABSTRACT 
Exercise Is Medicine® On Campus (EIM-OC) is a worldwide initiative from the American College of Sports Medicine (ACSM) 
to promote physical activity (PA) at universities. California State University, Monterey Bay (CSUMB) implemented this initiative 
in Fall 2019 with offerings to students and employees. For employees, an “Introduction to Resistance Training Class” was 
offered. Participants attended classes two times per week, with the sessions lasting approximately fifty minutes. The purpose of 
this study was to evaluate the EIM-OC employee Introduction to Resistance Training class for its effectiveness on increasing PA, 
self-efficacy, and outcome expectancy. The research design was pre-post, with participants completing online questionnaires 
before and after the course. The Godin Leisure Time Physical Activity Questionnaire (LTPQ), Resistance Training Self-Efficacy 
and Outcome Expectancy Questionnaire, and Self-Efficacy and the Maintenance of Exercise Participation in Older Adults 
Questionnaire were included. The training class had a total of 14 female participants, 12 of which completed the pre- and post-
questionnaires. There was a significant increase (t=-3.2, df=11, p=.004) in resistance training self-efficacy score following the 
course (M=3.52±1.03 versus M=4.31±.56). Resistance training outcome expectancy score was also statistically significant (t=-
2.54, df=11, p=.01) following the course (M=4.48±.53 versus M=4.71±.37). There were increases in strenuous exercise days, 
physical activity scores, and future resistance training self-efficacy, although they were not statistically significant. The results of 
this study indicate that employee exercise classes, as part of the EIM-OC initiative, can be effective in increasing resistance 
training self-efficacy, and outcome expectancy. These indicators are important for individuals to maintain lifelong PA therefore 
future programming and research on EIM-OC should continue.  
 
KEYWORDS 
Exercise Is MedicineⓇ-On Campus; Resistance Training; Physical Activity; Exercise; Worksite Health Promotion Program; Self-
Efficacy; Outcome Expectancy; Employees; California State University, Monterey Bay  

 
INTRODUCTION 
In the United States, individuals are dying prematurely due to lack of physical activity (PA) and an increase in non-communicable 
diseases.¹ As PA levels decline, there is an increased risk of hypertension, obesity, diabetes, and many cancers.² For example, in 
2020, 1,806,590 new cancer cases and 606,520 cancer deaths are projected to occur in the United States.³ However, research 
indicates that patients involved in greater levels of exercise have a lower relative risk of cancer mortality and a lower relative risk 
of cancer recurrence, and they experience fewer and/or less severe treatment-related adverse effects.4 Furthermore, in healthy 
individuals, exercise can decrease the likelihood of succumbing to disease and illness. Considering physical inactivity across the 
globe, where only 26% of men and 19% of women report sufficient PA to meet the 150-minute per week moderate aerobic 
activity and two day per week muscle-strengthening guidelines, it is important to implement strategies and programs to foster 
individual involvement in their own physical health.5  
 
Studies have observed self-efficacy and its relationship with health behavior change.6 In social cognitive theory, 7 self-efficacy is an 
important precondition for adequate self-management behavior. 6 Increased self-efficacy levels have been shown to play a 
significant role in improving PA participatory patterns in adult females.8 Alongside self-efficacy, outcome expectancy and self-
regulation have been identified to be highly associated with exercise behavior. A study done as part of a worksite intervention 
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provided significant positive results for these three variables.9  Therefore, examining these variables in a university worksite 
population will add to the body of knowledge of the effects of programming on health behaviors.  
 
Worksite health promotion programs (WHPPs) are an important tool due to its capacity to change the burden of physical 
inactivity, and it can serve to remove one challenge for those employees who deem PA to be out of their reach due to 
accessibility, instruction, or motivation. WHPPs have been shown to improve nutritional health behavior and increase PA in 
working class adults.10 Due to their numerous benefits, many universities have implemented WHPPs.11 In previous years 
California State University, Monterey Bay (CSUMB) implemented WHPPs such as the “Workplace Walk Off Challenge” and 
offerings from the insurance partners and local hospital wellness programs.12 WHPPs also play an integral part in exercise 
adherence for those employees who participate in them.9 Furthermore, WHPPs have been used by companies to keep employees 
healthy in order to prevent any health complications that would impede them from continuing to work. There is evidence that 
WHPPs are associated with lower levels of absenteeism and health care costs, and fitness programs are associated with reduced 
health care costs.13 
 
Exercise is Medicine® on Campus   
Exercise Is Medicine® is a global health initiative launched by the American Medical Association and the ACSM in 2007. The 
initiative aimed to make PA a standard of the medical paradigm for the prevention and treatment of non-communicable diseases 
in healthcare systems. Branching from this global health initiative is the Exercise Is Medicine® On Campus (EIM-OC) initiative, 
which encourages colleges and universities to promote PA to make movement part of the daily campus culture for both students 
and employees. EIM-OC activities help improve the knowledge and promotion of PA on college campuses. This is done in a 
variety of ways, and many departments are often involved (Kinesiology or related departments, Student Health Services, Student 
Counseling Services, and Health Promotion and/or Wellness Departments).  
 
Many different programs were successfully implemented and have provided effective strategies for improving PA across 
campuses worldwide under the EIM-OC initiative. Effective strategies utilized by different campuses for a successful 
implementation of an EIM-OC program included placing exercise stations across campus to promote PA during an EIM-OC 
week, 14,15 and using campus health centers to screen for inactivity in patients with the intention to refer them to an exercise 
practitioner that can help them with increasing their PA levels.16  Another major characteristic of a successful EIM-OC program is 
the amount of student involvement, students can play different roles such as promotion, leadership, organization, planning, 
education, implementation, and data collection.14-16 EIM-OC provides a strong framework due to the support and resources 
provided by the ACSM. EIM-OC allows campuses great flexibility to implement programming within their bandwidth and 
capabilities. However, fewer programs have included employees in their effort to increase PA on campus. Including employees is 
imperative if a campus wishes to truly have a culture of PA.  
 
Exercise is Medicine® on Campus at CSUMB 
CSUMB followed all steps necessary to register the campus and implement the EIM-OC program. This included creating a 
leadership team and completing the registration form. Concurrently, the leadership team developed campus support, and then 
implemented EIM-OC in a variety of ways, once registration was approved from the ACSM. During Fall 2019, the CSUMB EIM-
OC Executive Committee planned initial programming for students and employees.  Employee programming focused on in-
person exercise classes, which included an “Introduction to Resistance Training (RT) class.” The RT class focused on employees 
learning to lift with proper technique, were given instant feedback on their performance, and were encouraged to work at their 
own pace so that they develop healthy behaviors towards resistance training inside and outside of the class. Given that RT can 
help maintain health in all populations, a goal for the program was to collect data on key health behavior variables in order to 
evaluate the effectiveness of the class. 
 
PA level, self-efficacy and outcome expectancy were variables measured in the study due to their strong correlation to exercise 
health behaviors. It has been observed that high levels of PA have a significant effect on life expectancy. Studies have also found 
that self-efficacy and outcome expectancy are key psychological constructs which play a key role in exercise adherence, 
maintenance, and outcomes regarding strength training specifically.17 Self-efficacy is an individual’s belief in oneself to execute 
situation-specific behavior and enhances an individual’s behavioral persistence.18-20 Outcome expectancy is thought to play an 
important role in motivation and is defined as a person’s belief that a specific behavior will lead to certain positive and negative 
consequences related to one’s physical health or affective outcomes, such as impacts on one's mood or mental state.17,18,20 
 
The research questions for this study were:  1) are there increases in PA participation among employees participating in the 
exercise classes offered through the CSUMB EIM-OC initiative? and 2) are there increases in exercise self-efficacy and outcome 
expectancy among employees who participate in the exercise classes offered through the CSUMB EIM-OC initiative? The 
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purpose of this study was to evaluate the effectiveness of the EIM-OC employee Introduction to RT class, specifically related to 
PA participation, self-efficacy and outcome expectancy.  
 
METHODS AND PROCEDURES 
Program Description 
Beginning in Fall 2019, EIM-OC the Introduction to RT class was made available to all campus employees (staff, faculty, 
administration). Space in the Kinesiology Department’s exercise facility was limited; therefore, employees were required to sign up 
online through a link displayed on CSUMB’s dashboard page. The Introduction to RT class was held on Tuesdays and Thursdays 
during lunch time hours (12pm to 12:50pm) for four weeks. Participants were introduced to a variety of RT exercises during the 
span of the course. Examples of exercises introduced included front squats, goblet squats, lunges, Romanian deadlifts, deadlift, 
bent over row, push-ups, military press, and dumbbell shoulder press. Participants primarily used free weights and learned to use 
proper exercise technique. Body weight exercises were also used to develop proper exercise technique in participants who showed 
the need. Equipment used included barbells, dumbbells, benches, rubber plates and clamps.  
 
The class was led by a tenured Kinesiology professor who is a National Strength and Conditioning Association, Certified Strength 
and Conditioning Specialist. Undergraduate student leaders (n=6), majoring in Kinesiology, were trained beforehand to assist in 
the facilitation of the classes. Student leaders set up, demonstrated exercises, and coached form. Employees who participated in 
this study were given clear instructions and information on what to expect, bring, and wear for the class. The Institutional Review 
Board at CSUMB approved this research study and all authors and researchers completed the Collaborative Institutional Training 
Initiative where they became certified to work with human subjects in research. Informed consent was obtained for all those 
participating in the research study. All participants filled out a Physical Activity Readiness Questionnaire (PAR-Q) to assure no 
contraindications for exercise participation. 
 
Participants 
No exclusion or inclusion criteria were established and the course was available to all employees (faculty, staff and administration) 
at the university. A participant cap of 16 was set due to space limitations. Fourteen employees volunteered for the study, with 12 
completing both pre and post surveys, and therefore were included in the statistical analysis. No incentives were given for 
attendance or completion of surveys.  Average age of the participants was 40.7 years (SD±12.66). Of the 12 that completed both 
surveys, 10 were staff and two were faculty. All participants were female. Attendance was not mandatory, and participants were 
not required to participate in PA outside of the exercise intervention, but were encouraged to stay active. Out of the eight exercise 
sessions, five attended eight sessions, five attended six sessions, and two attended five sessions. Therefore, 41.6% of all 
participants completed all workout sessions, with 83% completing 6 or more sessions. 
 
Protocol 
Upon participant arrival to the class, a brief greeting was completed during which the exercises for the day were explained and 
demonstrated. After participants assembled into groups of two to three individuals, they began at a chosen station. Stations were 
set up in a circular fashion in order to increase supervision. Eight stations were available and prepped with the equipment for the 
session. Employees stayed at their station and student leaders circulated between the groups of employees, giving employees the 
opportunity to interact with each student leader during the session. Students provided verbal feedback to employees. Therefore, 
employees had significant guidance and support from the student leaders. Student leaders were responsible for arriving on time 
before each session and setting up. All six students were to attend all 8 sessions with exceptions made when necessary. Workouts 
were designed by the student leaders, and approved by the faculty lead. Exercises were chosen based on the recommendation of 
all major muscle groups being targeted during a given workout.  
 
The research design was pre-post. Questionnaires were administered a week before the first class and two days following the last 
class in the four-week series. The online questionnaire included basic demographic information, the PAR-Q form, Godin Leisure 
Time Physical Activity Questionnaire,21 Resistance Training Self-Efficacy and Outcome Expectancy Questionnaire,22 and Self-
Efficacy and the Maintenance of Exercise Participation in Older Adults Questionnaire.23 
 
The Godin LTPQ includes a table in which participants indicate how many times on average they participated in the following 
intensity of exercise for more than 15 minutes during their free time in one week. Exercises intensities were broken into three 
categories: strenuous, moderate, mild/light. Scores were determined by taking the number for each category and multiplying it by 
a fixed variable, after which the scores for the three categories were added and interpreted through the questionnaire key where 
participants could be placed in three categories (active, moderately active, and insufficiently active/sedentary).   
 
The Resistance Training Self-Efficacy & Outcome Expectancy Questionnaire includes nine questions which are divided into two 
sections (Self-Efficacy and Outcome Expectancy). Four questions are regarding Self-Efficacy and five questions are regarding 
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outcome expectancy. Answers for the questions were based on a five-point scale (one= strongly disagree and five= strongly 
agree). Scores were calculated by adding the answers and dividing them by the corresponding amount of questions. High levels of 
self-efficacy yielded a larger number, while lower yields indicated lower self-efficacy. Internal consistency for self-efficacy was 𝛂𝛂 = 
.83, with internal consistency for outcome expectancy 𝛂𝛂 = .75.22 

 
The Self-Efficacy & Maintenance of Exercise Participation in Older Adults Questionnaire included a set of eight questions which 
were scored based on a percentage scale which started at zero and ended at one-hundred (0%= not at all confident, 50%= 
moderately confident, and 100%= Highly confident). Scores were derived by adding the scores and dividing by eight, high levels 
of self-efficacy yielded a larger number, while lower yields indicated lower self-efficacy. Internal consistency for this questionnaire 
was 𝛂𝛂 = .85. While this questionnaire was originally designed for older populations, it has since been validated with other 
populations, including adults under the age of 65.24 

 
Statistical Analysis 
Paired-samples t-tests were performed for LTPQ score, strenuous days of PA, moderate days of PA, and light days of PA per 
week. Paired samples t-tests were also performed for resistance training self-efficacy, resistance training outcome expectancy, and 
resistance training future self-efficacy. All statistical analysis was done on SPSS version 25. Significance was set at 𝛂𝛂 = 0.05.  
  
RESULTS 
Resistance training self-efficacy score was statistically significant (t=-3.2, df=11, p=.004) from pre (M=3.5±1.03) to post 
(M=4.31±.56) RT class. Resistance training outcome expectancy score was also statistically significant (t=-2.54, df=11, p=.01) pre 
(M=4.48±.53) to post (M=4.71±.37) RT class. See Figures 1 & 2.  
 

 
Figure 1. Resistance training self-efficacy score pre and post training. p<0.05 

 

 
Figure 2. Resistance training outcome expectancy score pre and post training. p<0.05 
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Future resistance training self-efficacy was not statistically significant (t=-.06, df=11, p=.48), although there was an increase from 
pre (M=89.06±12.58) to post (M=89.27±15.13) training. See Figure 3.  

 
 

 
Figure 3. Future resistance training self-efficacy score. 

 
 
LTPQ PA Score was not statistically significant, but also increased (t=-.54, df=11, p=.30) from pre (M=44.08±27.9) to post 
(M=46.58±21.73). Days of strenuous PA per week were not statistically significant, but increased (t=-9.59, df=11, p=.18) from 
pre (M=1.67±1.87) to post (M=2.08±1.73). Days of moderate PA per week were not statistically significant and unchanged 
(t=.00, df=11, p=.50) from pre (M=3.42±2.15) to post (M=3.42±1.37). Days of light PA per week were not statistically 
significant (t=1.0, df=11, p=.16) from pre (M=4.0±2.0) to post (M=3.58±2.23).  
See Figure 4.  
 

 
Figure 4. LTPQ score pre versus post training. 

 
Given the appearance of the box plots, Wilcoxon signed-rank tests were conducted for each of the dependent variables. The 
results of the Wilcoxon analysis were consistent with the paired samples t-tests for each dependent variable. 
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DISCUSSION 
The purpose of this study was to evaluate the effectiveness of the EIM-OC employee Introduction to RT class. This course was 
implemented as part of the EIM-OC initiative at CSUMB. This study focused on the effects of an employee RT class on PA 
participation, resistance training self-efficacy and outcome expectancy.  
 
Results of this study indicated that the program's intervention was effective in influencing health behavior variables. Significant 
changes in self-efficacy and outcome expectancy were observed. In addition, increasing trends in PA score, PA days (light, 
moderate, and strenuous) and future RT self-efficacy were observed. While university employees are a small sample of the 
population, the effectiveness of WHPPs can prove effective in maintaining their health to avoid any unwanted health emergencies 
or complications associated with the decline in PA.25 
 
This study provided evidence to the effectiveness of the EIM-OC employee Introduction to RT class, WHPPs and the EIM-OC 
program at CSUMB in improving key psychological constructs that play a role in exercise adherence. Previous studies that have 
tracked self-efficacy and outcome expectancy have found that through an exercise intervention they can be positively influence.7,8  
Studies have also shown that improved self-efficacy in adults correlates to gait speed which is an important predictor of current 
and future functional status.26 This study provides evidence that exercise interventions can impact self-efficacy, which in of itself 
has been a proven predictor of health quality. Furthermore, it is adding literature to the growing body of knowledge regarding 
EIM-OC. As of this study's publication, most EIM-OC programs focus on student programming. However, to truly make 
physical activity at part of the campus culture, employees should be included. The program at CSUMB differs from many other 
EIM-OC programs because it is invested in developing exercise interventions for employees. Therefore, this EIM-OC program 
provides a framework to implement a worksite health promotion program. 
 
While this study required plenty of planning, background knowledge and training, it was feasible with a team of individuals who 
have proper experience in research and implementing WHPPs. Proper steps were taken to ensure that employees in the study 
were safe and properly informed of their options.  
 
The employees participating in the study went through a four-week intervention in which they were provided with two days of 
guided exercise instruction. Each day incorporated exercises which stressed all major muscle groups. No incentives were given for 
attendance, but it was recommended that participating employees attend both days. A support system made up of student leaders 
and a certified professional served to guide, motivate, and encourage participating employees. 
 
Limitations 
There are some study limitations to note. A participant cap was set at 16, due to limited space within the exercise science lab. Due 
to class limitations, the sample size (n=12) was small. Additionally, the participants were all female and mostly staff members. 
Therefore, these results may not be generalizable to the larger campus population or more diverse groups of employees who 
participate in future studies.  
 
The questionnaires used required participants to self-report data which could have impacted the validity of the results. For 
example, given the pre- and post-structure of filling out questionnaires, participants might have an inaccurate recollection of their 
daily activity over the four weeks of the study. With attendance not mandatory, employees may not have attended all classes 
potentially impacting the results of the study.  
 
The participants who volunteered for this study were also already considered active. Of the 14 individuals who began the study, 
11 were rated as “Active” according to the LTPAQ, while three were considered “Insufficiently Active.” Following the RT 
course, of the 12 participants who completed the study, 10 were scored as “Active” and two were scored as “Moderately Active.” 
No participants were scored as “Insufficiently Active” following the course. Additionally, this study did not have a control group, 
which could have helped demonstrate that the three variables being measured could have been impacted by other factors.  
 
Implications and Areas of Future Research  
Future EIM-OC employee Introduction to RT classes should aim to increase participation among employees, especially related to 
recruiting males. Issues facing EIM-OC during this pilot study were having a small sample size, lack of accountability by the 
participants, coupled with a short intervention period of four weeks. This study also only had one population which was involved, 
adult females. Participants in this study participated out of their own interest. Participants were encouraged to attend both classes 
each week, but there were no repercussions if they did not make one of the sessions. The choice to participate in the study was 
also based on personal preference. There were participants who filled out both pre and post surveys, which ultimately made it to 
the results, however there were also individuals who filled out one survey or did not fill out any surveys while still participating in 
the exercise intervention.  
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Given that this study was a pilot and the exercise science lab which was used had limited space, a small sample size was effective 
in allowing the management and implementation of the RT class. Future research should look into finding larger spaces which 
would allow for more participants. In addition, the program should try to advertise the classes better in order to diversify the 
population which is involved in the study. Tactics that can be used to increase diversity and participation include incentives, 
promotional videos on campus, availability of classes, and cross campus communication.  
 
Future research should address these issues in order to maximize the effectiveness of the employee Introduction to RT Class. 
Increasing the number of participants and diversifying the population of the study would allow for generalizability within different 
populations. Increasing the length of the study would allow for a more in-depth view into the key psychological constructs which 
play a role in exercise adherence (outcome expectancy and self-efficacy). These factors should be considered when planning the 
employee Introduction to RT Class for upcoming terms.  
 
CONCLUSION 
The purpose of this study was to evaluate the effectiveness of the EIM-OC employee Introduction to RT class. The results 
demonstrate that the program was effective in increasing key psychological constructs which related to exercise adherence and 
participation. A four-week 2 session per week intervention of RT showed positive increases in self-efficacy and outcome 
expectancy. Further studies should be conducted in order to provide more evidence for the effectiveness of the EIM-OC 
employee RT class. This study adds to the growing body of knowledge that currently exists on EIM-OC and WHPPs. Through 
effort on part of the EIM-OC team at CSUMB the program was successful, although different results might be attained in a more 
diverse population.  
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ABSTRACT 
Millions of people worldwide live with corneal opacity, which continues to be one of the leading causes of blindness. Corneal 
opacity is treatable. However, the surgical methods for treating this condition, such as corneal transplantation and 
keratoprosthesis, have many complications. The use of an intraocular projector is a promising approach to treat corneal blindness. 
Like any device using electrical power, an intraocular projection device produces heat, which could potentially damage eye tissue. 
Australian and international standards state that there cannot be an increase of temperature of 2 °C caused by an implanted 
device. In order to determine if these standards are met, a 2D axisymmetric thermal analysis of the projector in the human eye is 
conducted in ANSYS Workbench. With the projector operating at its maximum wattage, our analysis shows that an air gap 
extension within the projector will help maintain the temperature increase below 2 °C. 
 
KEYWORDS 
Finite Element Analysis; Eye; Heat Dissipation; Axisymmetric; Thermal Conductivity; Internal Heat Generation; Corneal 
Blindness; ANSYS; Intraocular Projector 

 
INTRODUCTION 
Disease, infection, wounds, inflammation, scarring, or damage to the cornea of the human eye can cause corneal blindness. These 
causes can increase corneal opacity, resulting in an indistinct or no image on the retina.1 Two well-known surgical procedures for 
treating corneal blindness are corneal transplantation, also known as keratoplasty, and keratoprosthesis. The process of corneal 
transplantation generally consists of replacing the damaged cornea with a donor cornea. This surgery has resulted in many 
complications including the loss of 30–40% of donor endothelial cells, transplant rejection, astigmatism, choroidal hemorrhage, 
and many more.2 In addition to these complications, there is a shortage of donor corneas, with over 50% of the world population 
having no access to a donor cornea. This shortage results in about 13 million people on waitlists for this surgery.3 The Boston 
Keratoprosthesis Type 1 is a common alternative to corneal transplantation considering this shortage of donor corneas. The 
process of this surgery consists of replacing the damaged cornea with an artificial nonbiologic cornea. However, this artificial 
cornea’s design and material interact with the human eye, resulting in increased risk for infection.4 

 
With all the complications, infections from these surgeries, and shortage of donated corneas, an intraocular projector, also known 
as a micro-camera, has been proposed, with prototypes developed.4 The projector takes in video from an external camera, then 
sends it through a transmission coil, to be later sent to a receiver coil. The receiver transmits this video to a processor to be 
decoded and sent to a micro-display. The micro-display inside the internal camera projects the image onto the retina. The internal 
micro-camera consists of a plastic shell, reflector, glass lens, micro-display and LED.4 As the camera operates, the LED and 
micro-display create heat. The micro-display stays at a constant power and the LED can be set at different wattages. The larger 
the wattage, the brighter the picture quality will be displayed on the retina. Generated heat coming from the LED and micro-
display flows through the camera and out into the tissues of the human eye. The closest eye tissue to the camera is the iris. 
According to the AIMD safety standards (ISO 14708-1:2014 / EN 45502-1:1997), the camera cannot cause an increase in 
temperature of 2 °C on any eye tissue, therefore the heat generated by the LED and micro-display needs to be analyzed, especially 
at the iris.5 
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Thermal finite element analysis has already proven useful for a wide variety of applications in the eye. Scott performed one of the 
earliest thermal finite element analyses of the eye to examine heat flow.6 She later used the model to examine the temperature rise 
due to infrared radiation.7 Shabib used finite element analysis to evaluate potential thermal damage from an IR laser.8 Jafarbadi et 
al. also examined the effects of laser radiation.9 Opie et al. used a thermal nite element model of a cat eye to establish that a 5 × 5 
mm suprachoroidal heating device cannot dissipate more than 135 mW through the retina in order to keep the temperature 
change within 2 °C.10 Gosalia et al. utilized a 3D thermal finite element model of the human head and eye to discover the resulting 
temperature changes when implanted simulator chips of a retinal prosthesis are surgically placed in the eye.11 Through this thermal 
modeling, Lazzi et al. determined that the smaller chip located in the center of the eye creates a higher temperature rise.12 
Wessapan and Rattanadecho evaluated potential thermal problems from sauna therapy.13 Rafiq and Khanday incorporated blood 
perfusion and porosity into the thermal model.14 Through such studies, the thermal properties of the various tissues in the eye 
have been well characterized. 
 
The purpose of this study is to provide a preliminary analysis of the impact of the intraocular projector on the temperature inside 
the eye. A two-dimensional, axisymmetric model is an efficient way to conduct such analysis. The geometry creation, meshing, 
and analysis are all quicker in two dimensions than three. While the eye is relatively axisymmetric as described by Thompson et 
al.,15 the projector is not. Hence, eventually a three-dimensional model will be developed. The 2D is useful, however, in examining 
how changes in the camera model affect the temperature in the iris, as well as verifying the 3D model. 
 
METHODS AND PROCEDURES 
Geometry of 2D Axisymmetric Human Eye Model with Intraocular Projector 
Every part of the human eye and projector are modeled in Solidworks. Each part has its own sketch file which are transferred into 
an assembly file. There are three assembly files, one being without the camera, and two with the camera at different positions in 
the eye. The assembly files were then transferred into ANSYS Workbench Steady-State Thermal so that a thermal finite element 
analysis can be conducted in order to test the temperature change amongst the parts of the eye. 
 
A 2D CAD model of the human eye was developed in Solidworks to be axisymmetric about the eye’s central axis. The human eye 
consists of the following parts: cornea, iris, limbus, aqueous humor, ciliary body, cortex lens, nucleus lens, vitreous humor, retina, 
choroid, sclera, and optic nerve head. The dimensions for each part were based upon the dimensions from the U.S Army 
Research Laboratory15 and an internal report.16 

 
The cornea was modeled first, then the limbus, ciliary body, iris, retina, choroid, optic nerve head (ONH), and iris. For simplicity, 
the iris was modeled after the exact iris created by Pawar.16 The aqueous humor and vitreous humor were then modeled; however, 
their shape is dependent on the parts surrounding it. The lens of the eye is split into two different regions called the cortex and 
nucleus lens. Equations from Thompson et al. were used to develop the cortex and nucleus lens.15 A set of points and spline curve 
were then used to make the part of the zonule fibers that is flush with the vitreous humor. The other edges of the zonule fibers 
are made from the parts of the shells of the aqueous humor and ciliary body.15, 16 Each part was given surface planes and then 
imported into a Solidworks Assembly file. 
 
The model was then edited so that the zonule fibers, and lens were removed. These parts are physically removed during surgery to 
make space for the camera. The camera developed by the University of Illinois team was then modeled in Solidworks. The camera 
is not symmetric about a central axis, so dimensions were changed in order to conserve volume. The camera consists of a casing, 
reflector, micro-display, LED, and lens.4 Each part was modeled in its own Solidworks file and was then imported into the 
assembly file without the zonule fibers and lens. The vitreous humor was remodeled in according to where the camera would be 
placed. The changed camera dimensions are displayed in Figure 1. 
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Figure 1. Intraocular Projector (Camera) with Part Descriptions and Dimensions (mm) 

 
The original projector, at its highest power setting for the LED, caused a temperature increase greater than 2 °C in the iris at a 
temperature over 39 °C. Several solutions were attempted to improve the thermal dissipation, including changing materials, 
adding a thermal paste, and adding a conducting material that would dissipate more heat out of the front of the camera. The best 
solution was to extend the back of the camera 0.5 mm, adding an air gap that acts as an insulator. This insulation pushes more 
heat out the front and away from the closest living tissues. Only the results from this option and the original projector model are 
shown in this report. Models 1 and 2 are displayed below in Figure 2 and Figure 3 representing the eye model with the different 
cameras. 

 
Figure 2. Model 1; Human Eye with Part Descriptions, Original Projector, and Dimensions (mm) 
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Figure 3. Model 2; Human Eye with Projector and 0.5 mm Air Gap Extension (mm) 

 
Steady State Thermal Analysis 
Models 1 and 2 were converted into IGS files which were then transferred into ANSYS Workbench. Steady-State Thermal 
Analyses were created for the assembly files. For the import geometry settings, the analysis was set to 2D with only surface bodies 
allowed to be imported. The 2D behavior for geometry was also set to axisymmetric. 
 
Material Properties of Eye and Projector Parts 
Each material in the eye and camera has a specific thermal conductivity value associated with it. Thermal conductivity values 
measure how easily heat is transferred through the eye. Therefore, they are important to accurately assess how quickly and in what 
directions heat will dissipate from the eye. The PMMA and ABS plastics can have somewhat different compositions and 
manufacturing conditions, and therefore have a range of thermal conductivity values. The values for air and glass were taken 
directly from ANSYS. The thermal conductivity values are displayed in Table 1. 
 

Table 1. Thermal Conductivity Values of Eye and Camera Parts 
 

The eye parts were assigned their corresponding thermal conductivity values in ANSYS. During the procedure of inserting the 
camera into the eye, the vitreous humor will be replaced with saline solution, so that area was given the thermal conductivity value 
of saline solution. The LED and Reflector are made of ABS plastic. Considering this thermal conductivity value has a range, the 
decision was made to make the value 0.175 W/m °C which is the midpoint of this range of these values. Analysis was also 

Part Thermal Conductivity (W/m °C) Reference Number 
Cornea 0.58 10 
Sclera 0.58 10 

Choroid 0.6 10 
Iris 1.0042 17 

Optic Nerve Head (ONH) 1.0042 17 
Retina 0.565 10 

Aqueous Humor 0.58 17 
Ciliary Body 0.498 17 

Limbus 0.58 17 
Saline Solution 0.603 18, 19 

Air 0.0242  
PMMA 0.1922 - 0.1986 20 

ABS Plastic 0.14 - 0.21 21 
Glass 0.8  
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conducted at both extremes for the range of these values for ABS plastic, but there was no significant change in temperature of 
any part of the eye tissue. The micro-display and camera lens were given the material of glass. Lastly, the camera casing was given 
the material of PMMA. PMMA also has a range of thermal conductivity values, and these values are linearly related to 
temperature.20 The value used in this study was 0.19289 W/m °C. 
 
Meshing 
The meshing for Models 1 and 2 were generated in ANSYS. To simplify the meshing process, Automatic Mesh Defeaturing was 
turned to Off. Model 1 consists of 5,270 nodes and 1,469 elements. Model 2 consists of 5,161 nodes and 1,430 elements. The 
mesh for both models were not further refined because the mesh was adequate for the analysis to be performed. The meshing for 
each model is shown in Figure 4. 
 

  
                                                           (a)                                                                                                                              (b) 

Figure 4. (a) Meshing for Model 1; (b) Meshing for Model 2 
 
Boundary Conditions 
The thermal conditions at the boundary of the eye vary by location. A temperature of 37 °C is applied on the surface of the sclera 
because normal body temperature is 37 °C.6 Convection of 37 °C with film coefficient 65 W/m2  °C is applied on the surface of 
the sclera as well.10 An external temperature of 40 °C is chosen for the cornea and limbus to represent an extreme outside 
temperature. A film coefficient 10 W/m2 is also applied.6 Outward heat flux of 40 W/m2 and radiation with emissivity of 0.975 is 
applied on the surface of the cornea and limbus as well.6 Internal heat generation is applied to the bodies of the micro-display and 
LED because these parts are a power source and are generating heat. The input for internal heat generation in ANSYS is in 
W/m3. The micro-display will only be set at 25 mW for this analysis; however, the LED will be set at four different wattages of 25 
mW, 50 mW, 75 mW, and 100 mW. Using these wattages and the geometry of the parts of the camera, the internal heat 
generation values were calculated and are shown in Table 2. 

Table 2. Internal Heat Generation of Micro-Camera Parts at Different Wattages 
 
The LED is set at these four wattages because as there is more power, there is more heat flowing through the eye and thereby 
causing a larger increase in temperature of an eye tissue. 25 mW is the minimum power that the LED will be set at in order for 
the camera to work properly. The maximum power at which the LED can be set is 100 mW. This setting provides the brightest 
picture to the retina. The goal is to pinpoint which wattage does not cause an increase of 2 °C to stay within AIMD standards.  
 

  Internal Heat Generation (W/m3) 
Part Volume (m3) 25 mW 50 mW 75 mW 100 mW 
LED 9.00×10-9 2.78×106 5.56×106 8.33×106 1.11×107 

Micro-Display 4.80×10-8 5.21×105       
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RESULTS AND DISCUSSION 
The analysis conducted in ANSYS was completed by solving for the final temperatures in Models 1 and 2. The final solutions for 
the analysis at 25 mW, 50 mW, and 75 mW did not display a temperature over 39 °C, which is 2 °C above the original 
temperature of the eye at 37 °C, at any eye tissue for these two models. At 100 mW the iris does exceed over 39 °C for Model 1 
which does not abide by AIMD standards. The final solution for Model 1 is portrayed in Figure 5. 

 

 
Figure 5. Model 1 Analysis Temperature Solution at 100 mW 

 
The major heating issue is that too much heat escapes from the back of the camera and heats the iris, as shown in the heat flux 
plot in Figure 6. 

 

 
Figure 6. Model 1 Analysis Total Heat Flux Solution at 100 mW 
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Model 2 contains an extended air gap of 0.5 mm within the camera. Air is a great insulator if it can be contained and with this 
update in geometry compared to Model 1, iris temperatures were kept below 39 °C at all wattages. Figure 7 displays the solution 
for Model 2 at 100 mW. 

 

  
Figure 7. Model 2 Analysis Temperature Solution at 100 mW 

 
The final maximum temperatures of the iris for both Models are below in Table 3. As seen in the table, the maximum iris 
temperature at 100mW for Model 1 exceeds 39 °C by 0.002 °C. For Model 2, the iris temperature achieved a maximum of 38.766 
°C which is below 39 °C thereby not resulting in more than a 2 °C increase. 
 

Power (mW) Model 1 Max Iris Temperature ( °C) Model 2 Max Iris Temperature ( °C) 

25 38.006 37.928 

50 38.337 38.207 

75 38.67 38.486 

100 39.002 38.766 
Table 3. Maximum Iris Temperatures for Models 1 and 2 at 100 mW 

 
There is roughly a linear relationship between the wattage of the LED and the maximum temperature of the iris. This relationship 
is portrayed in a graph in Figure 8. 
 



American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 17 | Issue 4 | March 2021 	 56

 
Figure 8. Graphical Representation of the Linear Relationship between Maximum Iris Temperature and LED Power 

 
CONCLUSIONS 
In this study, the temperature distribution across two 2D axisymmetric eye models were analyzed. AIMD standards have stated 
that a device, such as this intraocular projector, cannot cause more than a 2 °C increase in eye tissue temperature. Two Solidworks 
models were imported into ANSYS with specific boundary conditions to study if these standards were met. These two models 
consisted of one model with the original projector design, and another model including the second projector with an added 0.5 
mm air gap. The two models were tested at 25 mW, 50 mW, 75 mW, and 100 mW of power produced in the LED. Model 1 
showed an increase of at least 2 °C for 100 mW. Considering the camera works best at 100 mW, because it outputs the best image 
onto the retina, Model 2 had a 0.5 mm air gap extension to insulate heat better within the camera. This caused temperatures of the 
iris to stay within 39 °C. Based upon this eye model with the 0.5 mm air gap, the intraocular projector can safely be operated with 
100 mW of power from the LED. 
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ABSTRACT
The Fibonacci sequence, whose first terms are {0, 1, 1, 2, 3, 5, . . .}, is generated using the recursive formula Fn+2 =
Fn+1 + Fn with F0 = 0 and F1 = 1. This sequence is one of the most famous integer sequences because of its fas-
cinating mathematical properties and connections with other fields such as biology, art, and music. Closely related
to the Fibonacci sequence is the Lucas sequence. The Lucas sequence, whose first terms are {2, 1, 3, 4, 7, 11, . . .},
is generated using the recursive formula Ln+2 = Ln+1 + Ln with L0 = 2 and L1 = 1. In this paper, patterns in
the prime factors of sums of powers of Fibonacci and Lucas numbers are examined. For example, F 2

3n+4 + F 2
3n+2 is

even for all n ∈ N0. To prove these results, techniques from modular arithmetic and facts about the divisibility of
Fibonacci and Lucas numbers are utilized.

KEYWORDS
Fibonacci Sequence; Lucas Sequence; Modular Arithmetic; Divisibility Sequence

INTRODUCTION
In the year 1202, Leonardo of Pisa, later known as Fibonacci, published a book entitled Liber Abacci or Book of
Calculation which was one of the first European texts on algebra.1, 2 Since Fibonacci was a merchant, the major-
ity of his book focused on the Hindu-Arabic numerals and their practical applications in money conversions, profit
margins, and other areas in commerce. However, at the end of Liber Abbaci, Fibonacci added a section of brain
teasers and the solution to his most famous problem is still being studied today. The question posed was this:

If a pair of rabbits is placed in an enclosed area, how many pairs of rabbits will there be after a year if the follow-
ing assumptions are made:

1. Every month a pair of rabbits produces another pair

2. Rabbits begin to bear young two months after their birth and

3. None of the rabbits die

To solve this problem, the pairs of rabbits at the end of each month are counted. Initially, one pair of rabbits is
in the enclosed area (F0 = 1). After the first month, there will still be one pair of rabbits as the first pair is still
unable to bear young (F1 = 1). After the second month, there will be two pairs of rabbits as the original pair will
produce a pair of young (F2 = 2). After third month, there will be three pairs of rabbits as only one pair (the
original) will be able to reproduce (F3 = 3). After the fourth month, there will be two pairs able to reproduce so
there will be five total pairs (F4 = 5). After the fifth month, there will be three pairs able to reproduce so there
will be eight total pairs (F5 = 8). Continuing in this manner, the pairs of rabbits may be counted for infinitely
many months.

The sequence of numbers that results from this riddle is:

1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, . . . Equation 1.
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This sequence was named the Fibonacci sequence after its creator and its terms became known as Fibonacci num-
bers. This sequence has numerous special properties and a variety of applications in the field of mathematics. Al-
though it has been studied for centuries, the Fibonacci sequence continues to be a topic of study by mathemati-
cians today. In fact, The Fibonacci Quarterly is a journal entirely dedicated to advances in mathematics related to
Fibonacci numbers.3

Related to the Fibonacci sequence is the Lucas sequence.2 The Fibonacci and Lucas sequences share the same re-
cursive formula but the initial conditions differ. These well-known sequences are two members of a larger family
of recursive sequences.4–6 The focus of this paper is exploring patterns in the prime factors of sums of powers of
Fibonacci and Lucas numbers.

Background
The recursive relationship of the Fibonacci sequence is formally defined as

Fn+2 = Fn+1 + Fn, for n ∈ N0 with F0 = 0 and F1 = 1. Equation 2.

Notice that the the sequence in Equation 1. relates to the sequence defined in Equation 2. by Fm = Fn+1 for
m ∈ N0. The enumeration of the sequence defined in Equation 2. simplifies calculations and will be used for the
remainder of the paper.

For the Lucas sequence, the recursive relationship is defined as

Ln+2 = Ln+1 + Ln, for n ∈ N0 with L0 = 2 and L1 = 1. Equation 3.

The Fibonacci and Lucas number sequences are two members of a larger family of recursive sequences. This larger
family contains sequences called the general Lucas sequences of the first and second kind.4–6

For integers P and Q, the nth term of general Lucas sequence of the first kind, Un(P,Q), is defined by

Un+2(P,Q) = PUn+1(P,Q)−QUn(P,Q), for n ∈ N0

with U0(P,Q) = 0 and U1(P,Q) = 1 ,

while the nth term of a general Lucas sequence of the second kind, Vn(P,Q), is defined by

Vn+2(P,Q) = PVn+1(P,Q)−QVn(P,Q), for n ∈ N0

with V0(P,Q) = 2 and V1(P,Q) = 1 .4

For P = 1 and Q = −1, the Lucas sequence of the first kind is the Fibonacci numbers, while the Lucas sequence of
the second kind is the Lucas numbers.

Motivation
The motivation for working with sums of powers of Fibonacci and Lucas numbers came from the results of Arangala
et al.7 The authors explore finding closed form equations for sums of even powers of Fibonacci and Lucas numbers
with indices that differ by two. For example,

F 2
n + F 2

n−2 = 3F 2
n−1 + 2(−1)n−1 .

The proofs of Arangala et al. provide a foundation for useful techniques involving the identities and equations
from above to manipulate sums of powers of Fibonacci numbers. The theorems were extended to Fibonacci num-
bers that had indices which differed by k ≡ 0 mod 4 rather than differing by 2. For example, when extended to
have the indices differ by k ≡ 0 mod 4 the result above becomes:

F 2
n + F 2

n−k = LkF
2
n− k

2
+ 2F 2

k
2
(−1)n−

k
2 where Lk is the kth Lucas number.
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Expanding on the ideas of Arangala et al., the results in this paper come from answering the following questions:

• Are there patterns in the prime factors of the sum F 2
n + F 2

n−2 for all n ≥ 2?

• If so, what are they? And can these patterns be written in a way that holds for all n ∈ N0?

• How can the result for Fibonacci numbers be extended to the Lucas numbers and more generally, Lucas se-
quences of the first and second kind?

Studying results related to powers and the divisibility of Fibonacci and Lucas numbers is of particular interest to
numerous mathematicians.5, 6, 8–16

PRELIMINARIES
Recall that given an integer m and an integer n such that 0 ≤ n ≤ m, there exists integers k and r with 0 ≤ r < n
such that m = kn+r . The integer, r, is called the remainder modulo n. Working with the remainder r as opposed
to the number m itself is called modular arithmetic. Modular arithmetic is similar to standard arithmetic in many
ways but it does have a few special properties. In modular arithmetic there is not strict equality. Rather there is
congruence of numbers using their remainders.

Definition: Let n be a positive integer and let a and b be any integers. Then a is congruent to b mod n written,
a ≡ b mod n, if a and b have the same remainder when divided by n.

Modular arithmetic is useful when working with large integers because it simplifies problems by replacing an inte-
ger, m, with its remainder, r, when divided by a fixed positive integer, n.

Definition: An integer, a, is divisible by n, if a ≡ 0 mod n. Equivalently, if there exists an integer, k, such that
a = nk.

For example, 7 ≡ 1 mod 2 as 7 = 2(3) + 1; that is the remainder of 7 when divided by 2 is 1. As well as, 10 ≡
0 mod 2 since 10 = 2(5) + 0; the remainder is 0. In other words, 10 is divisible by 2.

Recall that all odd numbers can be written as 2k + 1 where k is an integer and all even numbers can be written as
2k for some integer k. Then it follows that for any integer m:

m ≡

{
0 mod 2 if m is even
1 mod 2 if m is odd.

Three propositions related to modular arithmetic are presented below. Proposition 1 utilizes the definition for even
and odd integers. Additionally, Propositions 2 and 3 concern sums and products under modular arithmetic. For
the interested reader, additional results related to modular arithmetic may be found in any introduction discrete
mathematics or number theory book.17–19

Proposition 1.

i. The sum of two odd numbers is an even number.

ii. The sum of two even numbers is an even number.

iii. The sum of an even number and an odd number is an odd number.

iv. The product of two even numbers is an even number.

v. The product of two odd numbers is an odd number.

vi. The product of an even number and an odd number is an even number.
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The proof for iii and vi are shown below and the proofs for the other results are left to the reader.

Proof. For iii:

Without loss of generality, let n and m be an even and odd number respectively. Then,

n = 2k and m = 2l + 1

for integers k and l. Then,

n+m = 2k + (2l + 1) = (2k + 2l) + 1 = 2(k + l) + 1 .

Since the integers are closed under addition, k + l is an integer. Therefore n+m is an odd number.

Proof. For vi:

Without loss of generality, let n be an even number and m be an odd number. Then,

n ·m = 2k(2l + 1) = 4kl + 2k = 2(2kl + k) .

Since the integers are closed under addition, 2kl + k is an integer. Therefore, nm is an even number.

Addition of numbers under modular arithmetic works as expected. Computations may be done with only the re-
mainders.

Proposition 2.
(a mod n) + (b mod n) ≡ (a+ b) mod n.

Proof. Suppose there exist two numbers, such that the first is congruent to a mod n and the second is congruent
to b mod n; then the first is may be written as nk + a and the second as nl + b for integers k and l. Then the sum
of these two numbers under mod n arithmetic is given by

(a mod n) + (b mod n) ≡ (nk + a) + (nl + b) .

The right hand side may be rewritten as

(nk + a) + (nl + b) = (nk + nl) + (a+ b)

= n(k + l) + (a+ b) .

Therefore,

(nk + a) + (nl + b) ≡ (a+ b) mod n ,

and
(a mod n) + (b mod n) ≡ (a+ b) mod n

from the definition of congruence mod n from above.

Note that this property for addition under modular arithmetic provides an alternative proof for the properties (i)-
(iii) of even and odd numbers in Proposition 1. For example, the proof of Proposition 1(iii) is simplified to: For an
odd number, m, and even number, n, m ≡ 1 mod 2 and n ≡ 0 mod 2, and so m+ n ≡ (1 + 0) mod 2 ≡ 1 mod 2.

Proposition 3.
(a mod n) · (b mod n) ≡ (a · b) mod n.
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Note that this property for multiplication under modular arithmetic provides an alternative proof for the proper-
ties (iv)-(vi) of even and odd numbers in Proposition 1.

These propositions allow us to easily determine when a sum (or product) of Fibonacci and Lucas numbers is di-
visible by a given n. For example, using Equation 2., for any Fn if the sum of the previous two is equivalent to
0 mod n then the sum is divisible by n.

From the properties of modular arithmetic, it may be observed that the Fibonacci numbers follow an interesting
pattern under mod 2 arithmetic. As F1 = F2 = 1, both are congruent to 1 mod 2. From Proposition 1(i), the sum
of two odd numbers is even; so F1 + F2 = 1 + 1 ≡ 0 mod 2. However by Equation 2., F1 + F2 = F3. From here,
F2 + F3, is an odd number plus an even number so F4 ≡ 1 mod 2. The pattern of the Fibonacci numbers under
mod 2 arithmetic continues throughout the entire sequence as follows:

1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, . . .

This observation that every third Fibonacci number is divisible by 2 demonstrates a much more powerful property
of the Fibonacci numbers. It is a well known result that the Fibonacci numbers are an example of a divisibility
sequence.10, 11

Definition: A divisibility sequence is an integer sequence, {an}, indexed by positive integers n, such that if m divides n
then am divides an.

There are many well known properties that follow from the Fibonacci numbers forming a divisibility sequence.
These will be used to prove conjectures about the prime factors in sums of squares and cubes of Fibonacci num-
bers later in the paper.

Proposition 4. i. Two divides every third Fibonacci number.

ii. Three divides every fourth Fibonacci number.

iii. Five divides every fifth Fibonacci number.

Proof. To show (i), recall that F3 = 2. From the definition of a divisibility sequence, this means that F3 divides
F3k for all k ∈ N0. Therefore, all Fibonacci numbers whose index is divisible by 3 are divisible by 2. To show (ii),
recall that F4 = 3. From the definition of a divisibility sequence, this means that F4 divides F4k for all k ∈ N0.
Therefore, all Fibonacci numbers whose index is divisible by 4 are divisible by 3. Lastly, to show (iii), recall that
F5 = 5. From the definition of a divisibility sequence, this means that F5 divides F5k for all k ∈ N0. Therefore, all
Fibonacci numbers whose index is divisible by 5 are divisible by 5.

The reader may observe interesting patterns in Tables 1 and 2 when looking at the Fibonacci numbers under addi-
tion and multiplication using modular arithmetic. The properties of addition allow us to move horizontally across
the row of Fn mod n in Tables 1 and 2; the patterns will continue indefinitely by Proposition 2. The properties of
multiplication under modular arithmetic give us the column entries. For example, F7 = 13 ≡ 1 mod 2. In order to
find F 3

7 mod 2, it is only necessary to look at 13 mod 2 which is much simpler than calculating 133 and then reduc-
ing that value mod 2.

While the Fibonacci numbers form a divisibility sequence, it is straightforward to show that this property is not
applicable to the Lucas numbers or more general Lucas sequences. For example, while 2 divides 4, L2 = 3 does not
divide L4 = 7. Notice that L2 = 3 does divide L6 = 18 and L10 = 123. The Lucas sequence is, however, an odd
divisibility sequence.

Definition: An odd divisibility sequence is an integer sequence, {an}, indexed by positive integers n, such that if
n/m is an odd integer, then am divides an.
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Fn 1 1 2 3 5 8 13 21 34 55 89 144 233 377 610 987
Fn mod 3 1 1 2 0 2 2 1 0 1 1 2 0 2 2 1 0
F 2
n mod 3 1 1 1 0 1 1 1 0 1 1 1 0 1 1 1 0

F 3
n mod 3 1 1 2 0 2 2 1 0 1 1 2 0 2 2 1 0

Table 1. Powers of Fn under mod 3, with n ≥ 1

Fn 1 1 2 3 5 8 13 21 34 55 89 144 233 377 610 987
Fn mod 5 1 1 2 3 0 3 3 1 4 0 4 4 3 2 0 2
F 2
n mod 5 1 1 4 4 0 4 4 1 1 0 1 1 4 4 0 4

F 3
n mod 5 1 1 3 2 0 2 2 1 4 0 4 4 2 3 0 3

Table 2. Powers of Fn under mod 5, with n ≥ 1

Being an odd divisibility sequence is a much weaker property than being a divisibility sequence. As such, many of
the results applicable to the Fibonacci numbers are not relevant to the Lucas numbers. For example, our results
for Fibonacci numbers cannot be directly extended to the Lucas numbers.

Bala presents several new sequences based upon Lucas sequences of the first and second kind that do form divisi-
bility sequences.4 As an example, for a Lucas sequence of the second kind with n ∈ N0 and r ∈ Z, the sequences:

Z1
rn = Vrn − V3rn

Z2
rn = Vrn − 3V3rn + 3V5rn − V7rn

Z3
rn = Vrn − 5V3rn + 10V5rn − 10V7rn + 5V9rn − V11rn

...

each form a divisibility sequence.4 These “sequences of sequences” will be the focus of results for Lucas numbers.

RESULTS
Fibonacci Numbers
The main results in this section come from examining patterns in the prime factors of the sum F 2

kn + F 2
kn−2. This

quantity, a sum of squared Fibonacci numbers, is of interest similar quantities were studied elsewhere, such as in
Arangala et. al.7, where a related sum F 2

kn+l + F 2
mn+r is studied. This sum has specific indices which will allow

the sum to be divisible by certain primes for all n ≥ 0. The patterns are observed in Tables 1 and 2. Additionally,
the sum F 3

n + F 3
n−2 is examined for specific primes that are not contained in the factors of the sum F 2

n + F 2
n−2.

Observing the prime factors for F 2
n + F 2

n−2 for n from 2 to 50, the first pattern was found for sums containing 2 as
a prime factor.

Lemma 1. For all n ≥ 0,
F 2
3n+4 + F 2

3n+2 is divisible by 2.

Proof. Begin by using the recursive definition in Equation 2. for the Fibonacci numbers to rewrite F3n+4 in terms
of F3n+3 and F3n+2:

F 2
3n+4 + F 2

3n+2 = (F3n+3 + F3n+2)
2 + F 2

3n+2

then expanding and combining like terms,

= F 2
3n+3 + 2F3n+3F3n+2 + 2F 2

3n+2.

It is clear that 2F3n+3F3n+2 and 2F 2
3n+2 are divisible by 2 and thus even numbers. In order for the entire sum to

be even, F 2
3n+3 must also be even.

From Proposition 4(i) on the divisibility of Fibonacci numbers, Fn is even when n is divisible by 3. Clearly, F3n+3
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is even for all n ≥ 0 since 3n + 3 is divisible by 3 for all n ≥ 0. Lastly, if F3n+3 is even then so too is F 2
3n+3 by

Proposition 1(iv) on even and odd numbers.

Therefore, F 2
3n+4 + F 2

3n+2 is the sum of even terms and is itself even for all n ≥ 0.

The second prime which appears in regular intervals as a factor of F 2
n + F 2

n−2 is 5. Unlike the factor of 2, not only
does the factor of 5 show up in a consistent pattern but it always shows up in the factorization of two consecutive
n values.

Lemma 2. For all n ≥ 0,
a. F 2

5n+3 + F 2
5n+1 is divisible by 5.

b. F 2
5n+4 + F 2

5n+2 is divisible by 5.

Proof. To prove the first statement, first recall from Table 2 that Fn will be divisible by 5 if and only if n ≡ 0 mod
5, or equivalently there is a F5n term in the sum. So, begin by using the recursive definition of the Fibonacci num-
bers to rewrite F5n+3

F 2
5n+3 + F 2

5n+1 = (F5n+2 + F5n+1)
2 + F 2

5n+1

By expanding and combining like terms, the righthand side becomes

= F 2
5n+2 + 2F5n+2F5n+1 + 2F 2

5n+1

Using Equation 2. again, rewrite F 2
5n+2 as follows:

= (F5n+1 + F5n)
2 + 2F5n+2F5n+1 + 2F 2

5n+1

then again, expand and combine like terms:

= 3F 2
5n+1 + F 2

5n + 2F5n+1F5n + 2F5n+2F5n+1

Lastly, rewrite the F5n+2 in the last term using Equation 2.. The goal of this process is to have either a coefficient
of 5 or F5n in each term. So, expanding and combining like terms:

= 5F 2
5n+1 + F 2

5n + 4F5n+1F5n .

The first term is clearly a multiple of 5. Since the second and third terms both have an F5n this implies that they
are divisible by 5 by Proposition 4(iii). Therefore, 5F 2

5n+1 + F 2
5n + 4F5n+1F5n ≡ 0 mod 5 as all three terms are

divisible by 5. The second result follows similarly.

Unlike the factor of 2, 5 appears in “pairs” for consecutive n. Using a numerical experiment, it is observed that 5
was a factor of the sum F 2

n + F 2
n−2 for n = 3, 4, 8, 9, 13, 15, . . . where the n values coincide with the indices in

Lemma 2. At first this pattern is seemingly random, however Table 2 can provide insight as to why this occurs.
The pattern in the F 2

n for n ≥ 1 under mod 5 is as follows:

1, 1, 4, 4, 0, 4, 4, 1, 1, 0, 1, 1, 4, 4, 0, 4, 4, 1, 1, 0, . . .

So F 2
n will be either 0, 1, or 4 mod 5 for all n ≥ 1, which means in order to have the sum be equivalent to 0 mod 5

it will either have to occur when both terms are equivalent to 0 mod 5 or when one term is equivalent to 1 mod 5
and the other is equivalent to 4 mod 5. Since the indices of the sum F 2

n+F 2
n−2 are two units apart, there will never

have the case where both terms are equivalent to 0 mod 5. However, based on the pattern above, it becomes clear
that the terms which are equivalent to 1 mod 5 and 4 mod 5 are two units apart and appear in pairs resulting in
pairs of sums which are divisible by 5 appearing at equal intervals. For example, when n = 3 the sum is F 2

3 + F 2
1 ≡

1 mod 5 + 4 mod 5 which from Proposition 2 is equivalent to (1 + 4) mod 5 ≡ 0 mod 5.
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So far a pattern in this sum with a prime factor of 2 as well as a very interesting “pairing” pattern for a prime fac-
tor of 5, has been observed. Curiously, based on initial observations 3 is not a factor of F 2

n + F 2
n−2 for 2 ≤ n ≤ 100.

Now it will be shown that 3 is not be a divisor of F 2
n + F 2

n−2 for all n ∈ N0.

Lemma 3. For all n ≥ 2,
F 2
n + F 2

n−2 will never be divisible by 3.

Proof. This result will be proved by contradiction. Assume that F 2
n + F 2

n−2 has a factor of 3, or equivalently, F 2
n +

F 2
n−2 ≡ 0 mod 3. From the properties of addition under modular arithmetic this will happen when either:

a. F 2
n and F 2

n−2 both have a factor of 3; that is, they are both congruent to 0 mod 3, or

b. F 2
n is congruent to 1 mod 3 and F 2

n−2 is congruent to 2 mod 3 or vice versa.

In case a: using Proposition 4(ii) and properties of modular arithmetic, Fn will have a factor of 3 if and only if
n ≡ 0 mod 4. Then, it follows that F 2

n will also have a factor of 3 when n ≡ 0 mod 4. The same will hold for F 2
n−2.

Without loss of generality, assume that n − 2 ≡ 0 mod 4. Proposition 2 implies that n ≡ 2 mod 4. Therefore only
one of n or n − 2 can be equivalent to 0 mod 4. Thus, the assumption that F 2

n + F 2
n−2 has a factor of 3 leads to a

contradiction, so F 2
n + F 2

n−2 does not have a factor of 3.

So consider case b: assume that F 2
n ≡ 1 mod 3 and F 2

n−2 ≡ 2 mod 3. Using Table 1, observe that F 2
n �≡ 2 mod 3 for

any n. This can be proved rigorously using Proposition 2. Thus, the assumption that F 2
n ≡ 1 mod 3 and F 2

n−2 ≡
2 mod 3 (or vice versa) leads to a contradiction.

Therefore, the original assumption is false. Hence, F 2
n + F 2

n−2 will never have a factor of 3 for any integer n ≥
2.

Lemma 3 shows there will never be a factor of three in a sum of squares. However, it is conjectured that a factor
of three may show up in a sum of cubes. Recall from Table 1, that F 3

n can be equivalent to 0, 1, or, 2 mod 3 so
although, Fn and Fn−2 cannot both be equivalent to 0 mod 3, when considering a sum of cubes, there is now the
possibility of having F 3

n mod 1 mod 3 and F 3
n−2 mod 2 mod 3 or vice versa.

Lemma 4. For all n ≥ 0,
F 3
4n+3 + F 3

4n+1 is divisible by 3.

Proof. In order for F 3
4n+3 + F 3

4n+1 to be divisible by 3, it is necessary to show that it can be written as a sum of
terms which are all divisible by 3. Begin by using Equation 2. to rewrite the first term.

F 3
4n+3 + F 3

4n+1 = (F4n+2 + F4n+1)
3 + F 3

4n+1

Expanding (F4n+2 + F4n+1)
3 and then combining terms

= F 3
4n+2 + 3F 2

4n+2F4n+1 + 3F4n+2F
2
4n+1 + 2F 3

4n+1

Again, using Equation 2. to rewrite F 3
4n+2

= (F4n+1 + F4n)
3 + 3F 2

4n+2F4n+1 + 3F4n+2F
2
4n+1 + 2F 3

4n+1

Expanding (F4n+1 + F4n)
3 and combining terms

= 3F 3
4n+1 + 3F 2

4n+1F4n + 3F4n+1F
2
4n + 3F 2

4n+2F4n+1 + 3F4n+2F
2
4n+1 + F 3

4n

It is clear that every term whose coefficient is 3 is divisible by 3. Now check that F 3
4n is divisible by 3 for all n.

Recall from Table 1 and divisibility that Fm is divisible by 3 when m is a multiple of 4. Therefore, F4n is divisi-
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ble by 3 for all n and thus, so is F 3
4n. Since F 3

4n+3 + F 3
4n+1 is the sum of terms, each divisible by 3, it too will be

divisible by 3.

Lucas Numbers
Extending the results of the last section to the Lucas numbers is not possible using the same techniques as the Lu-
cas numbers do not form a divisibility sequence. The arguments of the work with Fibonacci numbers heavily rely
on the fact that the Fibonacci numbers form a divisibility sequence.

To move around this difficulty, the results of Bala4 are utilized. Recall that the Lucas numbers are a Lucas se-
quence of the second kind with P = 1 and Q = −1. This is denoted by {Ln}n∈N0

= {Vn(1,−1)}n∈N0
. In each

of the theorems below, a divisibility sequence {Zrn} is created from terms of Lucas numbers. Then the focus is
on the sequences, {Wrn}, made of sums of terms from {Zrn}. In particular, the objective is to see when the terms
will be divisible by two.

Theorem 1. Let {Ln} be the Lucas sequence, and define Zrn = Lrn − L3rn and Wrn = Z2
rn + Z2

r(n−1) for all
n ∈ N0.

For all n ≥ 0 and r ≡ 0 mod 3, Wrn is divisible by 2.

Proof. The aim is to show for all n ∈ N, Wrn will be even when r = 3k. In other words, Wrn ≡ 0 mod 2 if and
only if r ≡ 0 mod 3. There are three cases to study: r ≡ 0, 1 or 2 mod 3.

Case 1 (r ≡ 0 mod 3): When r ≡ 0 mod 3, rn ≡ 0 mod 3 and r(n − 1) ≡ 0 mod 3. Therefore Lrn, L3rn,
Lr(n−1), and L3r(n−1) will all be even for any n ∈ N0. Therefore, Zrn and Zr(n−1) will be even and Wrn will also
be even.

Case 2 (r ≡ 1 mod 3): When r ≡ 1 mod 3, rn ≡ 0 mod 3 only when n ≡ 0 mod 3. Similarly, r(n − 1) ≡ 0
mod 3 only when n − 1 ≡ 0 mod 3. It is impossible to choose n ∈ N0 such that n ≡ 0 mod 3 and n − 1 ≡ 0
mod 3. Therefore either Lrn or Lr(n−1) is odd. Hence either Zrn or Zr(n−1) is odd and consequently Wrn is odd.

Case 3 (r ≡ 2 mod 3): When r ≡ 2 mod 3, rn ≡ 0 mod 3 only when n ≡ 0 mod 3. Similarly, r(n − 1) ≡ 0
mod 3 only when n − 1 ≡ 0 mod 3. As in Case 2, it is impossible to choose n ∈ N0 such that n ≡ 0 mod 3 and
n − 1 ≡ 0 mod 3. Therefore either Lrn or Lr(n−1) is odd. Hence either Zrn or Zr(n−1) is odd and consequently
Wrn is odd.

DISCUSSION AND CONCLUSIONS
The Fibonacci numbers have other well-known properties about divisibility that were not discussed in this paper.
For example, 29 divides every 14th Fibonacci number. This follows since F14 = 29 and the Fibonacci sequence is a
divisibility sequence. Using numerical results, it has been observed that F 2

n +F 2
n−2 when n = 5, 11, 19, 25, . . . so the

authors conjecture that
F 2
14n+5 + F 2

14n+3 is divisible by 29

and
F 2
14n+11 + F 2

14n+9 is also divisible by 29.

Similar to the “pairing" nature of sums with a factor of 5, the values of n for which F 2
n + F 2

n−2 has a factor of 29
are spaced out at repeating intervals of 6 then 8 which results in the two separate conjectures. It is also interesting
to note that each pair of these intervals adds up to a difference in n of 14 and this coincides with the divisibility
property that states 29 will divide every 14th Fibonacci number.

The results of this paper pertaining to the Lucas sequence could be further expanded by looking at other Lucas
sequence-based divisibility sequences such as those found in the work of Bala4 or Somer.5, 6 For example general-
izing the results for all integers P and Q and using the Lucas sequence of the second kind. Additionally, based on
preliminary numerical experiments the following conjectures based are proposed:
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For all n ≥ 0,
L2
3n+5 + L2

3n+3 is divisible by 2.

and
L3
n+3 + L3

n+1 is divisible by 5.
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PRESS SUMMARY
This paper focuses on two specific types of recursive sequences; the Fibonacci sequence and Lucas sequence. The
paper defines and examines the properties of divisibility and the sums of power of these two sequences. The work
focuses on the patterns that result from manipulating the sequences. The work done in this paper can be expanded
upon further by looking at higher sums of power in recursive sequences.
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ABSTRACT 
The coronaviruses plaguing humanity in the 21st century share much in common: a spontaneous route of origin from wild 
animals, a propensity to take human life, and, importantly, a highly conserved set of biological machinery necessary for viral 
replication. Most recently, the SARS-CoV-2 is decimating economies around the world and has claimed over two million human 
lives, reminding the world of a need for an effective drug against present and future coronaviruses. To date, attempts to repurpose 
clinically approved antiviral medications show minimal promise, highlighting the need for development of new antiviral drugs. 
Nucleotide analog inhibitors are a promising therapeutic candidate, but early data from clinical studies suggests these compounds 
have limited efficacy. However, novel compounds targeting the main protease responsible for critical steps in viral assembly are 
gaining considerable interest because they offer the potential for broad-spectrum coronavirus therapy. Here, we review the 
literature regarding potential inhibitors for the main protease of coronaviruses, especially SARS-CoV-2, analyze receptor-drug 
interactions, and draw conclusions about candidate inhibitors for future outbreaks. Promising candidates for development of a 
broad-spectrum coronavirus protease inhibitor include the neuraminidase inhibitor 3K, the peptidomimetic inhibitor 11a and 11b, 
the α-ketoamide inhibitor 13b, the aldehyde prodrug, and the phosphate prodrug developed by Pfizer. In silico and in vitro analyses 
have shown that these inhibitors strongly interact with the active site of the main protease, and to varying degrees, prevent viral 
replication via interactions with the largely conserved active site pockets. 
 
KEYWORDS 
Severe Acute Respiratory Syndrome Coronavirus; Middle East Respiratory Syndrome Coronavirus; Severe Acute Respiratory 
Syndrome Coronavirus 2; Replicase Polypeptide; Protease; Neuraminidase Inhibitor; Peptidomimetic Inhibitor; α-Ketoamide 
Inhibitor; Molecular Docking 
 
INTRODUCTION 

 

Figure 1. A timeline of the recent coronavirus outbreaks, with the case total and death total from the World Health Organization.1–3 Reported data are from 
January 29, 2021. 

 
Severe acute respiratory syndrome coronavirus (SARS-CoV), Middle East respiratory syndrome coronavirus (MERS-CoV), and 
severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) are three highly pathogenic coronaviruses that have emerged in 
the 21st century. Each of these have zoonotic origins, and are genetically similar to coronaviruses in bats around the world.4, 5 As 
seen in Figure 1, SARS-CoV was the first outbreak and originated in Guangdong Province, China, in November 2002. The 
SARS-CoV outbreak officially ended in July 2003.6 Nine years later, MERS-CoV emerged in the Arabian Peninsula and continues 
to infect people today.7 Both SARS-CoV and MERS-CoV spread to over two dozen countries, infected thousands of people, and 
have estimated death rates of 10 and 40%, respectively.5, 6 The most recent outbreak, SARS-CoV-2, has spread globally to nearly 
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every nation and territory with confirmed cases in the tens of millions and more than two million deaths as of January, 2021. The 
estimated fatality rate for SARS-CoV-2 is 3.3% globally.10 Prior to SARS-CoV, known coronavirus infections in humans presented 
mild symptoms and were isolated to specific regions of the world.11 SARS-CoV-2, however, shows the potential for coronavirus 
outbreaks to reach pandemic proportions. Taken together, the evidence of zoonotic origins and capability of global infection 
support the possibility of another pandemic-level coronavirus emerging. A robust understanding of the coronavirus biology is 
therefore vital to the safety and wellbeing of the human population. 
 
Despite the different time periods and severity of the outbreaks mentioned, the coronaviruses display a strong degree of genetic 
and structural conservation.12 SARS-CoV, MERS-CoV, and SARS-CoV-2, are positive-sense, single-stranded RNA viruses with 
genomes of ~30,000 nucleotides.13–15 Approximately two-thirds of this genome encodes the replicase machinery for the 
coronavirus.16 The replicase gene consists of two open reading frames (ORF), ORF1a and ORF1b. ORF1a is found upstream and 
encodes for polyprotein (pp) 1a. When transcribed together, ORF1a and ORF1b encode a larger polyprotein, pp1ab.16 The 
polyproteins contain the chymotrypsin-like (MPro or CLPro) and papain-like (PLPro) proteases which cleave the polyprotein into 16 
non-structural proteins (Nsp).17 The PLPro cleaves at five sites, working in the N-terminal direction, Nsp1-4, and the MPro, which 
is Nsp5, cleaves the polyprotein at eleven sites working in the C-terminal direction. MPro auto cleaves itself from the polyprotein 
and subsequently cleaves Nsp6-16 (Figure 2).18 These non-structural proteins form two major complexes: the cytoplasmic 
enzyme complex and the replicase complex.14, 16 PLPro cleaves Nsp1 which is responsible for suppressing the host gene expression 
by degrading the host cell’s RNA, improving viral gene expression efficiency.20 This occurs by Nsp1 binding to the 40S ribosomal 
subunit in the host cell and inactivating it. This suppresses the cap-dependent and internal ribosome entry site (IRES)-mediated 
translation, protecting the RNA of the coronavirus.20 PLPro also cleaves Nsp2 which has an unclear function.18 In previous studies, 
the deletion of Nsp2 resulted in decrease viral RNA synthesis and growth, inferring that Nsp2 plays a crucial role in viral RNA 
synthesis, although the specific mechanism of action requires further research. Nsps3-6 work together to form double membrane 
vesicles involved in RNA synthesis. Nsp7 and 8 form a large super complex that supports viral replication.18, 19 Nsp9 plays a role 
in the binding of ssRNA and dsDNA and affects viral growth.20, 21 Nsp10 and 11 also play a role in viral RNA synthesis, and 
Nsp10 forms a part of the viral mRNA cap methylation complex.15, 22 Nsp12 is responsible for priming the dependent RNA 
polymerase.15, 23 Nsp13, a helicase with RNA and DNA unwinding capabilities, possesses dNTPase activity, helping form the 5’ 
cap of viral mRNA.24, 25 Nsp14 removes one nucleotide at a time from viral ssRNA and dsDNA.29 The function of Nsp15 is 
unknown, however the role of Nsp16 is to add Nsp10 and Nsp14 to form the mRNA cap methylation complex.18 PLPro cleaves 
Nsps1-4, which are proteins necessary for colonizing, and the MPro cleaves the Nsps needed to support the replication machinery. 
 
 

 
Figure 2. Coronavirus replication pathway. After inserting the viral RNA, ORF1a or ORF1a and ORF1b are translated into the polyproteins pp1a or pp1ab, 

respectively. The main protease, MPro, automatically cleaves itself from the translated polyprotein and begins to cleave nonstructural proteins from the remainder 
of the protein. The nonstructural proteins then combine to form the necessary replication machinery. This image was created with BioRender.com. 
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Although the MPro and PLPro both cleave Nsps, inhibiting the MPro has some advantages over PLPro inhibition: the MPro has a 
larger role in viral replication, it displays high genetic and structural conservation, and there are no human analogues,30, 31 thus an 
inhibitor would be less likely to target human proteins and lead to unwanted side effects. Additionally, the spike protein – the 
protein necessary for the coronavirus to attach to human epithelial cells – is a popular target for drug design, but the efficacy of 
this target is limited because flexible glycans shield the protein from molecular detection.32 
 

Figure 3. The monomer structures of the MPro from the three coronaviruses responsible for major outbreaks of human infection are shown with color code to 
distinguish their structural domains. A. SARS-CoV MPro (PDB: 1UK3)33: Domain I (residues 1-97), Domain II (98-175), Domain III (200-306), N-finger (176-

199). B. MERS-CoV MPro (PDB: 4WME)34: Domain I (1-97), Domain II (98-178), Domain III (201-306), N-finger (179-200). C. SARS-CoV-2 MPro (PDB: 
6YB7)35: Domain I (1-97), Domain II (98-175), Domain III (200-306), N-Finger (176-199). This figure was made through the use of PyMOL.36 

 
The MPro is catalytically active as a homodimer, and each monomer has three domains, Figure 3. Domains I and II include 
antiparallel β-sheets and form the active site of the protease. Domain III includes five α-helices in a globular cluster and mediates 
dimerization. Interactions between the helices of monomers are the primary driver of dimerization. The C-terminal domain III is 
linked to the N-terminal domains I and II via a long loop referred to as the N-finger. 
 
As shown in Figure 3, the structures of the SARS-CoV, MERS-CoV, and SARS-CoV-2 MPro are highly similar. SARS-CoV and 
SARS-CoV-2 are genetically nearly identical, sharing 96% of their nucleotide sequence.37 MERS-CoV shares 87% genetic 
similarity with SARS-CoV-2.38 There are 108 non-conservative and 45 conservative amino acid mutations between the main 
proteases of SARS-CoV and MERS-CoV, Figure 4. A considerable portion, 43%, of non-conservative mutations are found in 
domain III, showing active site conservation. This observation is further corroborated by a lower root mean square deviation in 
atomic position of overlays of domains I and II compared to domain III, 0.311, 0.455, and 1.062 Å respectively.39 Despite the 
comparatively larger variance of the MERS-CoV MPro, only one significant structural change is evident. The N-finger of MERS-
CoV MPro is distinct from the other two, demonstrated by the addition of an α-helix (Figure 5, shown in yellow). There are only 
five non-conservative mutations and four conservative amino acid mutations between SARS-CoV and SARS-CoV-2. The only 
evident structural difference is caused by a non-conservative mutation of Ala46 in SARS-CoV MPro to Ser in MERS-CoV and 
SARS-CoV-2 MPro in the first domain. This replacement of a hydrophobic side chain with a hydrophilic one induces the change 
of a small α-helical turn to an apparently more flexible loop (Figure 5, at the active site on the outside of domain I). The N-finger 
is crucial for catalytic activity, but not for dimerization.38 Mutated proteases lacking the N-finger show C-terminal mediated 
dimerization but cannot cleave the substrate.38 Given the strongly conserved nature of the flexible N-finger, the extension may 
regulate the active site’s exposure to ligands. Although this is not fully understood, the specific mechanism warrants further 
study.40 All three coronaviruses have minor genetic and amino acid differences, MERS-CoV to a greater extent than SARS-CoV 
to SARS-CoV-2, but there is an important structural and functional conservation shared in the makeup of the enzymes’ active 
sites.40  
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Structural features found to contribute to the catalytic mechanism of MPro are highly conserved across coronavirus lines. A 
Cys145-His41 catalytic dyad is the central functional unit of the protease. Mutation of either the Cys or His to Ala leaves the 
enzyme nonfunctional.41 Catalysis begins with the binding of the polypeptide substrate to the enzyme, forming a Michaelis 
complex. Cleavage of the substrate at the conserved Glu-Ala (or Ser) bond triggers the release of the N-terminal half of the 
peptide. The C-terminal end of the peptide substrate acylates the active site, and the His41 residue acts as a base in the deacylation 
step, releasing the C-terminal end.42 A GSCGS motif, Figure 4 and Figure 5, is essential to catalytic activity; mutations in this 
motif towards smaller, hydrophobic amino acid residues result in a sharp reduction in catalytic efficiency.39 The motif starts the 
catalytic process by forming hydrogen bonds with pp1a. In tandem with the GSCGS motif, all three MPro sequences contain a 
partial negative charge cluster composed of amino acid residues Arg40, Tyr54, and Asp190.39 Mutations of Asp190 to nonpolar 
and polar-uncharged amino acids fail to cleave the peptide substrate, demonstrating the importance of the negative charged 
group. Arg40 interacts with, and potentially balances, the negative charge associated with Asp190. Mutations of Arg40 to aliphatic 
residues inhibit the enzyme’s ability to successfully cleave the peptide. Tyr54 directly interacts with Arg30 via π-cation 
interactions, limiting the negative charge, so the resultant charge of these interactions is partially negative.39 Thermodynamic 
simulations support the need for a conserved water molecule to link the GSCGS motif and partial negative charge cluster.39 
Although these analyses were performed on SARS-CoV and MERS-CoV only, these findings provide meaningful insight to the 
catalytic mechanism of the coronavirus’s main protease, and both the motif and partial negative charge cluster, are present in the 
SARS-CoV-2 MPro. 
 

Figure 4. Amino acid sequence alignment of the MPro from SARS-CoV, MERS-CoV, and SARS-CoV-2. Black amino acids represent complete conservation, blue 
amino acids represent a conservative mutation, and red amino acids represent non-conservative mutations. The black triangles under the amino acid sequence 

show conserved amino acid residues within the active site pocket. 
 
The active site, formed between domains I and II and the N-finger, is vital for the proteases’ function and has become an 
increasing target for inhibitor design.43 Targeting the active site would prevent cleavage of non-structural proteins from pp1a and 
pp1ab.30, 42 As shown in Figure 5, there are four unique subsites, S1, S1’, S2, and S4, which independently interact with the 
polypeptide, increasing the overall binding affinity. The S1 subsite spans parts of domains I and II of the MPro, whereas the S1’ 
subsite is strictly in domain I. The S2 subsite is located between domain I and the N-finger and is comprised of those resulting 
amino acids. The S4 subsite is located between the N-finger and domain II. The location of these subsites is conserved across 
strains, indicating the importance of the overall active site structure. In the S1 subsite, the polypeptide backbone displays multiple 
hydrogen bonding donors and acceptors available for bonding with a potential inhibitor.30, 42 Another key characteristic of the S1 
subsite is the oxyanion hole, which is made up of amino acid residues 138 through 145 for SARS-CoV and SARS-CoV-2, and 
residues 141 through 148 for MERS-CoV. The hole, also referred to as the oxyanion loop, donates two hydrogen atoms during 
dimerization, further stabilizing the transition state of the catalysis reaction.45 Subsite S1’ has three crucial, exposed amino acid 
residues, His41, Cys145, and Gly143.45 Subsite S1’ has three crucial, exposed amino acid residues, His41, Cys145, and Gly143. 
Inhibitor interaction with these pocket residues gives rise to potent antiviral activity. The S2 and S4 pockets are typically large and 
are lined by hydrophobic side chains. Previous studies show that drug compounds with bulky, hydrophobic structures interact 
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with these pockets to further increase binding affinity. The S2 and S4 pockets have hydrogen bonding at the carboxyl oxygen of 
His164, providing an anchor point for these inhibitors. 

Figure 5. Conserved structures within the active sites of A. SARS-CoV (PDB: 1UK3)33, B. MERS-CoV (PDB: 4WME)34, and C. SARS-CoV-2 (PDB: 6YB7)35 
main proteases. Shown are the cysteine-histidine dyad, the GSCGS motif, and the partial negative charge cluster. The subsites of the active site pocket are also 

shown. This figure was with PyMOL.36 
 
POTENTIAL INHIBITORS 
Efforts to identify inhibitors against SARS-CoV-2 have involved both repurposing previously discovered antiviral drugs and 
development of novel inhibitors. Repurposed inhibitors, used for treatment of diseases such as HIV, hepatitis, influenza or 
asthma, include Atazanavir 46, Darunavir 47, Ebselen 48, 49, Lopinavir in combination with Ritonavir 50–52, Boceprevir 53, 
Oseltamivir 54, calpain inhibitors II and XII 53, and Montelukast 55, Table 1. 

 
 Inhibitor Classification Viral Line Method IC50 Reference 

Re
pu

rp
os

ed
 

Atazanavir HIV Inhibitor SARS-CoV-2 In vitro NR 46 

Darunavir HIV Inhibitor SARS-COV-2 Clinical Trial NA 47 

Ebselen Bi-Polar Disorder SARS-CoV-2 In vitro .67μM 48,49 

Lopinavir/ Ritonavir HIV Antiviral 
SARS-CoV 
MERS-CoV 
SARS-CoV-2 

Clinical Trial NR 50–52 

Boceprevir Hepatitis Inhibitor SARS-CoV-2 In vitro 4.13 μM 53 

Oseltamivir Influenza Inhibitor SARS-CoV-2 In vitro 
Clinical Trial >100 μM 54 

Calpain Inhibitor II Calpain Inhibitor SARS-CoV-2 In vitro 2.07 μM 53 

Calpain Inhibitor XII Calpain Inhibitor SARS-CoV-2 In vitro 0.49 μM 53 

Montelukast Anti-asthma SARS-CoV-2 Computational NR 55 

N
ov

el 

Compound 6d Peptidomimetic inhibitor SARS-CoV 
MERS-CoV In vitro 1.7 μM 

4.7 μM 
57 

3K Neuraminidase (NA) Inhibitor SARS-CoV 
MERS-CoV In vitro SARS 6.4 

MERS 5.8 
44 

11a Peptidomimetic Inhibitors SARS-CoV-2 In vitro 0.053 μM 61 

11b Peptidomimetic Inhibitors SARS-CoV-2 In vitro .040 μM 61 

13a Alpha-Ketoamides Inhibitor SARS-CoV-2 In vitro 2.39 μM 43,65 

13b Alpha-Ketoamides Inhibitor SARS-CoV-2 In vitro 0.67 μM 43,65 

GC-376 Aldehyde Prodrug SARS-CoV-2 In vitro 0.03 μM 63 

PF-07304814 Phosphate Prodrug SARS-CoV 
SARS-CoV-2 

In vitro 
Clinical Trial NR 62 

Table 1. A selection of the inhibitors that have been tested on MPro. 
 

The repurposed inhibitors that have been tested in clinical trials show little efficiency for inhibiting the coronavirus MPro. The 
HIV inhibitor, Darunavir did not have an anti-viral effect on SARS-CoV-2 and is a poor therapeutic option for the MPro of 
coronaviruses.47 In the clinical trial using Lopinavir in combination with ritonavir, hospitalization times and symptoms were 
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comparable to the control.51 On day 28 of this combination therapy, patients’ SARS-CoV-2 RNA levels plateaued at 40% of the 
viral load documented at the start of the trial. This led to the belief that the combination of Lopinavir and ritonavir does not 
inhibit the viral MPro. The patients treated with Lopinavir and Ritonavir suffered adverse side effects and the trial was halted.51 
Though some docking experiments suggest these repurposed inhibitors should work, they have consistently shown insignificant 
improvements in clinical outcomes, at best. The evidence now strongly indicates that repurposed drugs show marginal promise 
and present no guarantee of working on future coronaviruses. Therefore, designing and testing novel compounds and inhibitors is 
crucial in the fight against coronavirus related illnesses. Some novel inhibitors that show promise include neuraminidase (NA) 
inhibitors (3K) 44, multiple peptidomimetic inhibitors like compound 6d, 11a, and 11b 56–61, phosphate prodrug PF-07304814 62, 
an aldehyde prodrug GC-376 63, and lastly alpha-ketoamides inhibitors 13a and 13b 64, Table 1. The novel inhibitors that seem to 
have the most promise based on our analysis of the reported IC50 values are the 3K inhibitor, 11a, 11b, 13a, GC-376, and PF-
07304814. 

 
Inhibitor Covalent Bonds Hydrogen Bonds Hydrophobic Interactions Reference 

3K - SARS None Leu141 (S1), Ser144 (S1’), His163 (S1), Glu166 (S1) His41 (S1’), Leu49 (S2), Gln192 (S4),  
Leu170 (S4), Gln195 (S4), Val193 (S4) 

44 

3K - MERS None Ser147 (S1’), His166 (S1), Glu169 (S1) His41 (S1’), Leu 49 (S2), Gln192 (S4),  
Leu 170 (S4), Gln195 (S4), Val193 (S4) 

44 

11a Cys145 (S1’) Cys145 (S1’), Gly143 (S1’), His163 (S1), Glu166 (S1), Phe140 (S1) Met49 (S2), Try54 (S2), Met165 (S2),  
Asp187 (S2), Pro168 (S4), Gln189 (S4) 

61 

11b Cys145 (S1’) Gln189 (S4), Gly143 (S1’), Cys145 (S1’), His163 (S1),  
His164 (S1), Ph140 (S1), Glu166 (S1) 

His41 (S1’), Met49 (S2), Met165 (S4),  
Val186 (S2), Tyr54 (S2), Asp187 (S2) 

61 

13b Cys145 (S1’) His41 (S1’), Gly143 (S1’), Ser144 (S1’), Glu166 (S1), Phe140 (S1),  
Gly143 (S1’), Cys145 (S1’), His164 (S2), Thr26 (S1’), His172 (S4) 

Met165 (S4), Gln189 (S4), His41 (S1’),  
Met49 (S2), Asp187 (S2), Asn142 (S4),  

Pro168 (S4) 

43, 65 

GC-376 Cys145 (S1’) Gly143 (S1’), Ser144 (S1’), His163 (S1), Cys145 (S1’), Glu166 (S1),  
Glu166 (S1), Phe140 (S1), Gln 189 (S4), His41 (S1’) His41 (S1’), Met49 (S2), Met169 (S2) 

63 

PF-07304814 Cys145 (S1’) Met165 (S4), Cys145 (S1’), His164 (S2), Phe140 (S1), His163 (S1), 
 Glu165 (S1), Glu166 (S1) 

His41 (S1’), Met49 (S2), Tyr54 (S2),  
Pro168 (S4), Asp187 (S2) 

62 

Table 2. Potential novel inhibitors for the MPro of coronaviruses and the interactions that they have with the amino acids (sub pockets) of the active site as 
reported by the cited references. Hydrogen bond lists indicate protein-inhibitor H-bonds formed with side chains only (plain text), with backbone only (italicized), 

or with both backbone and side chains (italicized and underlined).These interaction were determined or confirmed by our analysis of the MPro-drug structures 
using PyMOL.36 

 
A Neuraminidase (NA) Inhibitor (3k) 

 
Figure 6. A. The chemical structure of Oseltamivir. B. The chemical structure of the 3K inhibitor. 

 
Neuraminidase (NA) inhibitors are antiviral agents that work against both influenza A and influenza B. These types of inhibitors 
work by blocking the neuraminidase enzyme – which functions to free viruses from infected cells contributing to further spread – 
to prevent further infection.66 Two NA inhibitors used to inhibit the MPro of coronaviruses are Oseltamivir and 3K (Figure 6).44, 

54 The most significant structural change between Oseltamivir and the 3K inhibitor is the expanded aromatic functionalization in 
3K. The increased size and hydrophobicity of the 3K inhibitor predicts the increased performance of 3K over Oseltamivir is a 
result of the bulky, hydrophobic subgroups. Both Oseltamivir and the 3K inhibitor are capable of forming six hydrogen bonds 
with the active site. 
 
Tan, et al., performed molecular docking and in vitro studies of Oseltamivir (Figure 6A), a competitive neuraminidase inhibitor 
widely used in the clinic to treat influenza A and B, on several structures found within the SARS-CoV-2.54 In silico analysis 
predicted a potential binding energy of -7.5 kcal/mol for Oseltamivir carboxylic acid and the active site of the SARS-CoV-2 
MPro.54 Successful binding in silico for this repurposed inhibitor did not, however, translate to antiviral activity with in vitro analysis 
providing an IC50 greater than 100 μM.54 The high IC50 value indicated an ineffective inhibition of Oseltamivir to the MPro. 
However, a previous study by Kumar, et al., experimentally examined 19 different NA inhibitors in complex with SARS-CoV and 
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MERS-CoV,44 and determined the IC50 values for the inhibitors via a fluorometric assay. A fluorogenic peptide is placed in 
solution with the MPro and cleavage of the peptide increases the fluorescence intensity, allowing for a quantitative measure of 
enzyme efficacy. The most promising compound was 3K, shown in Figure 6B. The 3K inhibitor in complex with SARS-CoV 
MPro shows an IC50 of 6.4 ± 1.2 μM, and an IC50 of 5.8 ± 1.6 μM with MERS-CoV MPro. Modeling of 3K binding showed that 
the inhibitor does not occupy the S1’ subsite.44 Instead, the phenyl group shows a preference for the hydrophobic pocket at S4. 
However, the phenyl group had a tighter fit in the S4 pocket of the MERS-CoV MPro due to the smaller pocket size in this variant. 
The hydrophobicity of ring A creates a strong binding interaction with the S2 subsite, Table 2. In the S1 pocket of SARS-CoV, 
the 3K inhibitor forms hydrogen bonds with Ser144 and Leu141. In MERS-CoV, the 3K inhibitor forms hydrogen bonds in the 
S1 pocket with Ser147 and Glu169. The promise of 3K shown in this study requires confirmation using cell-based assays to 
further verify the predicted effects. Given the strong similarities between the MPro active sites, NA inhibitors based on the 3K 
structure may be strong candidates for the development of broad-spectrum inhibitors of coronavirus replication. With the 3K 
inhibitor showing efficacy to the MPro of SARS-CoV and MERS-CoV, there is a hope that it may have a similar efficacy towards 
SARS-CoV-2. This study demonstrates that neuraminidase inhibitors are capable of interacting with the active site of the SARS-
CoV-2 MPro, but further studies are necessary to discover an inhibitor capable of stopping viral replication in vitro. 
 
Peptidomimetic Inhibitors (11a and 11b) 
Peptidomimetics are a class of inhibitors designed to mimic the structure of peptides. Interest for these molecules is growing 
because they demonstrate high potency, strong target selectivity, and a prolonged duration of activity when compared to natural 
peptides.59 Peptidomimetic inhibitor studies in SARS-CoV and SARS-CoV-2 show efficacy in targeting and inhibiting the viral 
MPro, thus making them a promising strategy of inhibition.56, 61 Wong, et al., examined the effects of 5 different inhibitors on 
SARS-CoV MPro with IC50 values between 5 and 52 μM. The most promising formed a covalent bond with Cys145, completely 
preventing enzymatic proteolysis.56 In a more recent study by Chuck, et al., peptidomimetic inhibitors showed the ability to inhibit 
the MPro of SARS-CoV.67 Four inhibitors were tested and demonstrated IC50 values ranging from 4.6 to 49 μM.67 The significant 
range in IC50 is a result of minor alterations of functional groups on each moiety. 
 

Figure 7. A. The MPro of SARS-CoV-2 with compound 11a (PDB: 6LZE).68 B. The MPro of SARS-CoV-2 with compound 11b interacting with the active site 
(PDB: 6M0K).68 C, D. Polar interactions between the protease and inhibitor 11a or 11b, respectively, are shown by dashed yellow lines. E. The chemical structure 

of compound 11a. F. The chemical structure of compound 11b. This figure was prepared with PyMOL.36 
 
Dai, et al., investigated the efficacy of peptidomimetic aldehyde-based inhibitors, shown in Figure 7, against the SARS-CoV-2 
MPro.61 An antiviral activity assay was performed in Vero E6 cells that had been infected with SARS-CoV-2. Synthesized 
compounds 11a and 11b showed robust SARS-CoV-2 inhibitory activity. Compound 11a differs from 11b in the P2 site; 11a 
contains a cyclohexyl group whereas 11b has an aryl group. Compounds 11a and 11b potently inhibit SARS-CoV-2 MPro with IC50 
values of 0.053 ± 0.005 μM and 0.040 ± 0.002 μM respectively, Table 1. The low IC50 values are a result of strong interactions 
that occur between the inhibitors and the MPro. Compound 11a and 11b predominantly interact with amino acids in the S1 and S1’ 
subsites. Interactions in the S1’ subsite include a covalent bond formed between the aldehyde at the P1’ site of 11a and Cys145 as 
well as hydrogen bond formed with the backbone of Cys145 and Gly143. In the S1 pocket of the MPro the (S)-y-Lactam ring at the 
P1 site of 11a forms hydrogen bonds with the side chains His163 and Glu166, and the main chain of Phe140. The P2 site of 11a 
forms hydrophobic interactions with the side chains of Met49, Tyr54, Met165 and Asp187 in the S2 pocket of the MPro. The S4 
subsite interacts with the P3 of 11a by hydrophobic interactions between Pro168 and Gln189. Together, the interactions between 
11a and the MPro form a stable interaction which inhibits viral activity. Similarly, 11b exhibits the same interactions in the S1, S1’, 
and S4 subsites of the MPro, but the aryl group at the P2 site of 11b results in different interactions with the S2 subsite. Specifically, 
11b forms hydrophobic interactions in the S2 subsite with His41, Met49, Met165, and Val186. Additionally, a hydrogen bond 
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forms between the side chain of Gln189 and 11b to stabilize the inhibitor in the active site.61 Both of these compounds form a 
covalent bond with Cys145, which is essential for antiviral activity. However, neither of these inhibitors form a hydrogen bond 
with His41, a mechanism commonly found in several other successful inhibitors. Strong interactions between compounds 11a and 
11b with the active site pocket of MPro suggest these compounds are promising candidates in preventing viral replication, 
warranting further research. 
 
Alpha-Ketoamide Inhibitor (13b) 
Another class of inhibitors, α-ketoamide inhibitors, show great potential in targeting the MPro of coronaviruses. Zhang, et al., 
reported the design of various modified α-ketoamide inhibitors of the MPro of beta coronaviruses, alpha coronavirus, and 3C 
proteases of enteroviruses.65 Previously, the group had developed an α-ketoamide inhibitor, 11r, with a low EC50 against the 
SARS-CoV MPro and an EC50 value of 400 pM against MERS-CoV.64 With the goal of preventing SARS-CoV-2 MPro from 
cleaving Nsps, the group modified the α-ketoamide inhibitor and studied its efficacy in silico and in vitro. The designed α-ketoamide 
inhibitor (13b) includes a pyridine ring (Figure 8) that sterically clashes with Gln189.64 However, previous computational studies 
indicate Gln189 is flexible, and may allow for proper binding in vitro. Computational docking studies provide a suggested 
mechanism of interaction between 13b and the MPro of SARS-CoV-2. A nucleophilic attack of the catalytic Cys145 onto the α-
ketoamide 13b inhibitor initiates binding, forming a thiohemiacetal in a reversible reaction. The α-ketoamide inhibitor 13b 
structure then interacts with the catalytic dyad of the cysteine protease, which behaves as an “oxyanion hole” during catalysis,  via 
hydrogen bonds.65 This interaction prevents catalysis. Zhang, L., et al., identified some of the necessary interactions that 13b has 
with the MPro of SARS-CoV-2 to prevent viral replication. A subsequent study by Gimeno, et al., completed the understanding of 
these interactions between 13b and the MPro. 

Figure 8. A. Compound 13b bound to the MPro of SARS-CoV-2 (PDB: 6Y2G).65 B. The active site of the MPro and the polar interactions it has with compound 
13b, as shown by dashed yellow lines. C. The chemical structure of inhibitor 13b. This figure was made through the use of PyMOL.36 

 
Gimeno, et al., found 13b forms hydrogen bonds and has hydrophobic interactions with other amino acids in the active site, as 
seen in Table 2. Some of the most important observed interactions include a hydrogen bond with the carbonyl oxygen of His164 
that acts as an anchoring point as shown in Figure 8b. The hydrophobic interactions that occur in the S4 and S2 subsites act as a 
“hydrophobic grip” on the inhibitor and increase binding affinity. In the S1 subsite, 13b hydrogen bonds with Glu166, the 
backbone of Phe140 and the side chain of His163.43 Given that 13b forms a covalent bond with Cys145 and has other strong 
interactions with the MPro, it is a strong candidate for a broad-spectrum inhibitor of coronaviruses.43 Though this promise has 
been revealed by computational analysis, cellular assays are necessary to provide further insight regarding the efficacy of 13b as a 
coronavirus inhibitor. 
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Aldehyde Prodrug (GC-376) 
GC-376 is an aldehyde prodrug and demonstrates strong affinity for the MPro of SARS-CoV-2.63 This is accomplished by GC-376 
structurally mimicking the Nsps that the MPro cleaves. X-ray crystallography has revealed the binding interactions between GC-
376 and the MPro of SARS-CoV-2 (Figure 9).63 This inhibitor is unique due to its two different conformations in the active site 
where the oxyanion hole is located. In the S conformation the oxyanion hole is occupied by the thioacetal hydroxide. However, in 
the R conformation the thioacetal hydroxide sticks out and forms a hydrogen bond with His41. Like the α-ketoamide inhibitors, a 
covalent bond forms between GC-376 and Cys145, locking the inhibitor into the active site. GC-376 also forms a number of 
hydrogen bonds and has hydrophobic interactions with the S2 and S4 subsites of the active site. The γ-lactam ring occupies the S1 
subsite and forms hydrogen bonds with the side chains of His163 and Glu166 as well as the main chain of Phe140. In the S1’ 
subsite, GC-376 forms a hydrogen bond with His41 or has a hydrophobic interaction with this amino acid, due to the two 
different conformations mentioned above. The S2 subsite of the MPro is occupied by an isobutyl group that forms hydrophobic 
interactions with Met49 and Met146. Other hydrophobic interactions occur in the S4 subsite which is occupied by the phenyl-
methyl ester of GC-376. In addition to structural analysis of binding, the GC-376 inhibitor has also been studied in cell cultures to 
determine the efficiency of antiviral activity, demonstrating an IC50 value of 0.03 μM.63 

 

Figure 9. A. The SARS-CoV-2 MPro in complex with the inhibitor GC-376 (PDB: 6WTT).63 B. The active site of the MPro with GC-376 and polar interactions 
between them, as shown by dashed yellow lines. C. The chemical structure of GC-376. This image was made with the use of PyMOL.36 

 
Phosphate Prodrug PF-07304814 
PF-07304814 (Figure 10) is a highly soluble, phosphate prodrug capable of inhibiting 12 different coronavirus strains across the 
α, β, and γ coronavirus families.62 Alkaline phosphatase enzymes rapidly cleave the phosphate molecule, metabolizing it into the 
active moiety, PF-00835231.62 Analysis by Boras, B., et al,. shows PF-07304814 strongly inhibits the MPro of SARS-CoV. The 
inhibitor forms an irreversible covalent bond with Cys145 at the active site of the MPro. Binding of this drug induces a melting 
temperature shift of 14.6 °C, indicating tight binding of the molecule and protein. PF-0083521 demonstrates a low affinity for 
human proteases and, therefore, shows strong selectivity towards coronavirus MPros. Nonhuman-primate studies demonstrate that 
PF-07304814 has strong preclinical safety features and robust antiviral activity. A limitation of this drug is the requirement for 
intravenous delivery, which complicates delivery of the drug beyond the clinic. The cellular assays alone provide robust support 
for the potential of a novel MPro inhibitor capable of broad-spectrum coronavirus activity.62 Structural analysis of inhibitor 
interactions with the binding site provides further insight. 
 
A structural inventory of protein-drug interactions confirms that PF-00835231 forms a covalent bond with Cys145 (Figure 10B). 
It also forms hydrogen bonds with the side chains of Phe140, His163, and Glu166. Additional hydrogen bonds, indicated by 
yellow dashes, in Figure 10B are formed with the backbone moieties of Met165, Cys145, and His164. From our analysis, we were 
able to determine polar interactions and hypothesize the hydrophobic interactions. A comparison of hydrophobic interactions of 
other inhibitors determined how the MPro may interact with the hydrophobic areas of the prodrug. We identified hydrophobic 
contacts with the side chains of His41, Met49, Tyr54, and Pro168, as well as with the aliphatic portion of the Asp187 side chain. 
These hydrophobic interactions increase the attraction between the inhibitor and the active site of the MPro. It is important to note 
that an inventory based on structure will need to be confirmed by other, more rigorous, analysis like in silico docking. 
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Figure 10. A. SARS-CoV-2 MPro with the phosphate prodrug at the active site (PDB: 6XHM).62 B. A zoomed-in view of the active site with the phosphate 
prodrug and the polar interactions between them, showed by the dashed yellow lines. C. Chemical structure of PF-07304814, the prodrug. D. Chemical structure 

of PF-00835231, the active form. This figure was made through the use of PyMOL.36 
 

CONCLUSION 
The highly pathogenic coronavirus outbreaks of the past two decades show similarity in structure and function of the MPro. SARS-
CoV and SARS-CoV-2 share the most similarities, and MERS-CoV is less similar. However, the active site of the main proteases 
demonstrates a high degree of structural conservation across all coronavirus lines, specifically the Cys145-His41 catalytic dyad and 
GSCGS recognition site. Spanning domains I and II as well as the N-finger, the active site holds relevance as a center point for 
therapeutic targeting and rational drug design across the three viruses. This review catalogs four groups of novel inhibitors that 
target the main protease of coronaviruses. The 3k inhibitor, a neuraminidase inhibitor, shows efficacy in inhibiting the MPros of 
SARS-CoV and MERS-CoV.44 3k interacts with the active site via a combination of hydrogen bonds and hydrophobic 
interactions, but this compound does not form a covalent bond with the Cys145, a property of other compounds known to 
improve inhibition.44 However, in silico models of this drug in the active site provides evidence that the S4 pocket of the MPro in 
MERS-CoV is smaller than the S4 pocket of the MPro in the SARS-CoV.44 This understanding allows for a simple modification in 
the inhibitor to better fit into the smaller hydrophobic pocket. Another class of inhibitors, peptidomimetic inhibitors, readily 
allow for chemical modifications to better fit the protease’s binding pocket.56, 61 The two most promising candidates in this class 
of inhibitors are 11a and 11b, which covalently bind to the MPro of SARS-CoV-2. These inhibitors also form hydrogen bonds and 
have hydrophobic interactions with the MPro. Their low IC50 values show that they are promising inhibitors for further study. 
Compound 13b is a modified α-ketoamide inhibitor capable of covalently binding Cys145 and has a low IC50 value.64 All four 
inhibitors show high efficacy either in silico or in vitro, yet all four lack animal studies to validate their efficacy in vivo. An aldehyde 
prodrug, GC376, is another promising novel coronavirus inhibitor because it has a very low IC50 value (0.03 uM) and forms a 
covalent bond with Cys145, blocking viral replication.63 The phosphate prodrug PF-07304814 is a novel compound shown to 
inhibit the main protease of coronaviruses and decrease viral load in nonhuman primates.62 Importantly, in vitro assays show the 
prodrug’s ability to inhibit the main protease of a dozen different coronaviruses, showing the potential for broad spectrum 
therapy against coronaviruses. Taken together, the information reviewed in this article suggests inhibitors designed for one 
coronavirus protease are likely to be effective against MPro of other coronaviruses. Ideally, modification of these inhibitors will 
produce drugs with great efficacy. Regardless of the challenges, the potential for broad-spectrum, coronavirus therapeutic design 
appears possible and within reach. The implications of universal inhibitor design offer hope for clinicians during both today’s 
coronavirus pandemic, and any future outbreaks. 
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PRESS SUMMARY 
The coronaviruses plaguing humanity in the 21st century share much in common: a spontaneous route of origin from wild 
animals, a propensity to take human life, and, importantly, a highly conserved set of biological machinery necessary for viral 
replication. Most recently, the SARS-CoV-2 is decimating economies around the world and has claimed over two million human 
lives, reminding the world of a need for an effective drug against present and future coronaviruses. To date, attempts to repurpose 
clinically approved antiviral medications show minimal promise, highlighting the need for development of new antiviral drugs. 
While vaccines attempt to help the body form antibodies against the viral spike protein, vaccines will be unlikely to protect against 
future emerging strains. The main protease of the coronavirus is an attractive alternative target for developing broad-spectrum 
inhibitors that may help protect against future outbreaks. This protease is responsible for cleaving proteins needed to replicate the 
virus. Here, we review the literature regarding potential inhibitors for the main protease of coronaviruses-with a specific focus on 
SARS-CoV-2. We analyze receptor-drug interactions and draw conclusions about candidate inhibitors for future outbreaks. 
Promising candidates for development of a broad-spectrum coronavirus protease inhibitor include the neuraminidase inhibitor 3k, 
the peptidomimetic inhibitor 11b, the α-ketoamide inhibitor 13b, the aldehyde prodrug, and the phosphate prodrug developed by 
Pfizer. In silico and in vitro analysis show that these inhibitors strongly interact with the active site of the main protease, and to 
varying degrees, prevent viral replication via interactions with the largely conserved active site pockets. 
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