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ABSTRACT  
Among many anti-predator behaviors, vigilance is observed in many species and plays an important role in survival. In this study, 
we investigated the effect of flock size on vigilance in American Coots (Fulica americana) foraging on land and water, by observing 
individual birds in these habitats and recording the time spent scanning (i.e., vigilance). Mean flock size was larger on land 
compared to water and vigilance negatively correlated with flock size. Birds in water were more vigilant compared to on land, 
regardless of whether they were foraging alone or in flocks. However, the effect of flock size on vigilance showed a weak linear 
correlation as it was possible that other factors (e.g., human habituation, food kleptoparasitism, or scramble competition) could 
have also played a role in shaping vigilance. These results suggest that there is a relationship between flock size and vigilance, 
which are related to previous researches that show a negative correlation between vigilance and flock size. 
 
KEYWORDS 
Birds; American Coot; Vigilance; Scanning; Foraging; Flock Size; Habituation; Competition; Behavior 
 
INTRODUCTION 
Survival of any organism is essential toward reproduction and the passing of genes to the next generation. In nature, perceived 
predation risk is a major selective force shaping animal behavior.1-3 If an animal perceives there is a predator around, it may alter 
its behavior by decreasing activity level or increasing vigilance.3, 4 

 
To scan their environment, birds frequently interrupt feeding and lift their heads.5-7 This behavior is called vigilance. It has been 
suggested that there is a negative relationship between vigilance and group size among gregarious species.8, 9 A few literature 
reviews in birds and mammals have documented a group-size effect on vigilance, providing overwhelming support for theoretical 
predictions.1, 3, 10 

 
The influence of group size on vigilance has been intensively studied and three hypotheses have been developed to explain why 
vigilance levels decline with increasing group size. According to the “many eyes” hypothesis, an increase in group size allows for 
more efficient surveillance, allowing the group to better detect predators while reducing each individual’s vigilance.7, 11, 12 A larger 
group size also enjoys the benefits of group dilution by lowering an individual’s risk of predation, as per the “dilution effect” 
hypothesis.13 The decline in individual vigilance can also be supported by the “scramble competition” hypothesis, which explains 
that the scarcity of resources promotes intraspecific competition, thus lowering each individual’s vigilance.6, 12, 14, 15 

 
Apart from the effects of group size, other factors also affect vigilance levels. Studies have shown that the characteristics of 
immediate habitat can also influence vigilance.16-18 For example, tall vegetation can serve as a good shelter or refuge by lowering 
detection and decreasing vulnerability to predators, causing animals to lower their vigilance effort.17, 19, 20 In American Coot, it has 
been suggested that birds in water probably experience more safety and as such, we hypothesize that birds foraging on water will 
be less vigilant that birds on land.21  
 
We examined vigilance in the American Coots (Fulica americana), a highly gregarious species found across North America. The 
species is known to forages both on land and in water, where their diet consists mainly of aquatic and terrestrial vegetation and 
insects. The objectives of this study were: (1) to investigate the effect of flock size effect on vigilance, and (2) to compare how the 
effect varies between terrestrial and aquatic habitats. We hypothesized that vigilance would decrease with flock size (due to the 
many eyes, dilution, and scramble competition effects), and that birds foraging on land would be significantly more vigilant than 
in water, as they face a broader array of predators. 
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METHODS AND PROCEDURES  
Study site 
The study was conducted between early September and mid-October, 2019 in Apollo Community Regional Park, Lancaster, CA, 
before fall migration. The park contains three interconnected, human-made lakes with pavement across the outer edge of the 
lakes. Along with American Coots, the park is also occupied by other avian species such as Canada Goose (Branta canadensis), Blue-
winged Teal (Spatula discors), Eurasian Collared Dove (Streptopelia decaocto), and Great Horned Owl (Bubo virginianus). Being a 
recreational park, human presence was high, most prominently around noon. The observations were conducted between 7:00 a.m. 
– 10:00 a.m. in order to minimize the effect of human disturbance. 
 
Field work and data collection 
Observations were made on flock sizes of two or more individuals as well as lone foragers. In order to avoid disturbing the 
subjects, the observations were made from a pavement at least 15-20 meters away from the coots. For the purpose of the study, 
vigilance was identified as an individual raising its head (scan) and non-vigilance included behaviors such as pecking the water or 
ground, preening, walking, or diving. Individual birds were observed using the focal sampling method.22 Each observation lasted 
one minute, during which the time spent scanning (vigilance) was recorded with a stopwatch. During a session, one person 
reported the observation while another person operated a stopwatch, and recorded the data. Each time the bird switched behavior 
from vigilance to non-vigilance and vice versa, a lap was taken on the watch. After the one-minute observation, the vigilance laps 
were added up to determine the total time spent vigilant. In order to keep the flock size the same during each session, the 
observation was ceased (and not used in analysis) when the flock size changed, the bird went out of sight, or was disturbed by the 
presence of humans. Data was collected separately for coots foraging in water and on land. 
 
Data analysis 
A total of 630 coots were observed with 324 individuals foraging on land and 306 individuals in water. To prevent 
pseudoreplication, since the observations were conducted as part of a course-based research project by different individuals at 
different times, 149 data points from each habitat were randomly selected for analysis. Student’s t-test was used to determine if 
mean flock size and mean vigilance time were significantly different between birds on land and water. To analyze the effect of 
flock size on vigilance, a Pearson’s correlation test was performed. Finally, to investigate the effect of habitats (Land vs water) and 
birds foraging alone or in a flock, on vigilance (dependent variable) ANOVA test was conducted. 
 
RESULTS 
On land, the number of birds in a flock ranged from 2 – 21, with 16.1% foraging alone. In water, the number of birds in a flock 
ranged from 2 – 7, with 19.5% foraging alone. On average, the flock size on land was significantly larger than in water, and birds 
spent significantly less time scanning (vigilance) on land compared to water (Table 1). Regardless of the habitat, birds foraging 
alone spent significantly more time scanning compared to birds foraging in flocks of two or more (F 1, 294 = 22.5, p < 0.0001, 
Figure 1). Furthermore, birds on land scanned significantly less than birds in water (F 1, 249 = 146.9, p < 0.001, Figure 1). Birds 
alone in water scanned the most while birds in a flock on land scanned the least (Figure 1). There was a weak negative linear 
relationship between flock size and vigilance on land, (r = -0.283, p = 0.013, Figure 2). There was also a weak negative linear 
relationship between flock size and vigilance in water, but it was not statistically significant (r = -0.205, p = 0.077, Figure 3). 
 
 

 Land Water  
d.f. 

 
t 

 
p 

Mean SD Mean SD 

Flock size 5.6 4.6 2.8 1.5 296 6.89 <0.001 

Vigilance (sec) 21.3 16.3 41 12.2 296 11.83 < 0.001 

Table 1. Mean flock size and vigilance for American Coots on land and in water along with results of an independent t-test comparing means. 
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Figure 1. Time birds spent scanning either foraging alone on land (    ) or on water (    ), and in a flock on land (    ) or on water (    ). In the box plots, the 
boundary of the box closest to zero indicates the 25th percentile, a black line within the box marks the median, and the X within the box marks the mean. 
Whiskers above and below the box indicate the 10th and 90th percentiles. Points above and below the whiskers indicate outliers outside the 10th and 90th 
percentiles. (* p < 0.0001,   ** p < 0.001)  

 

 
Figure 2. The time spent scanning (vigilant) as a function of flock size of the American Coot on land (N = 149).  
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Figure 3. The time spent scanning (vigilant) as a function of flock size of the American Coot in water (N = 149).  

 
DISCUSSION 
The decrease in individual vigilance with increasing group size is one of the most commonly reported relationships in the field of 
animal behavior.1, 10, 23 Results of this study showed that there was a negative correlation between vigilance and flock size, albeit a 
weak linear correlation, on land (Figure 2) but not water (Figure 3), coinciding with prior findings for this genus.21, 24 In addition, 
the American Coots in this study foraged in larger flocks and were less vigilant while on land compared to water (Table 1). 
 
There are a number of possible explanations to the weak effect of flock size on vigilance in our study. In nature vigilance may 
serve a number of functions in obtaining information about the environment.25 Nevertheless, predator detection is a major 
function in many species. Thus, one would expect vigilance to increase with the risk of predation and this is supported by many 
observations of increases in vigilance on or after exposure to a predator.1, 10 Conversely, reduction or absence of predators would 
minimize the effect of vigilance.23 This might be a reasonable explanation for the weakness of vigilance in the American Coots 
studied here. Apollo Regional Park is a low-risk habitat for wildlife with little activity of avian predators (Dr. Callyn Yorke of 
Antelope Valley College, Personal communication) and since the park is fenced off, there are no mammalian predators. While 
there were park visitors who brought their pets, mostly dogs (Canis familiaris), there were no instances of these animals having 
predator-prey interactions. Human interactions are often perceived as predatory, which induces fear and physiological changes in 
animals. This effect has been documented to have significant impact on the foraging efficiency of birds.21, 26 It is evident that 
human interactions can cause changes in birds' defense mechanisms, such as vigilance, which directs energy away from foraging in 
favor of these mechanisms.27 As such, human interactions tend to negatively affect reproduction and feeding behaviors of birds, 
though the degree of impact varies among species.26 In certain cases, individuals exposed to prolonged, non-threatening 
interaction with humans have shown to decrease their vigilance (e.g., acclimation), but still retain a level of ‘fear’ toward people.26 
The combination of low predation risk with frequent positive human interaction might have induced habituation to human’s 
presence causing these birds to be relaxed in the presence of humans. Animals that frequently experience nonlethal interactions 
with humans tend to habituate to humans.28, 29 This adaptation allows them to optimize their foraging strategy, cutting energy-
wasting escape and vigilance behavior toward non-lethal human disturbance and devoting more time to feeding or preening due 
to an assessment of low-risk surrounding. In such a situation, factors other than predation might influence vigilance. For example, 
the opportunity to kleptoparasitize food from conspecifics had the greatest influence on vigilance in Northwestern Crows (Corvus 
caurinus, recently lumped with American Crow, Corvus brachyrhynchos).30 While reduced vigilance for predators in larger groups is a 
logical hypothesis, the presence of larger groups also may mean more food stealing opportunities and food loss risk for foragers. 
Coots normally bring their food plants to the water surface to eat them there, and this behaviour allows other waterfowl species 
to kleptoparasitize them. Herbivorous dabbling ducks, such as American Wigeon (Mareca Americana) and Gadwall (M. strepera), 
have frequently been observed kleptoparasitizing coots and do reside in Apollo Park.31, 32 Thus it is reasonable to speculate that 
kleptoparasitism may have caused the coots in our study to scan more frequently when in water compared to land. 
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The presence of more individuals in close proximity, regardless of species, might increase scramble competition, resulting in coots 
devoting less time to vigilance and more to feeding.33, 34 In this study, birds foraging alone, regardless of habitat, were significantly 
more vigilant than birds in flocks (Figure 1). This is to be expected given the greater vulnerability of a single individual to 
predation and has been extensively documented in other studies.35-37 Furthermore, though food density was not measured in the 
study area, birds on land tended to be in larger flocks compared to water, thus increasing scramble competition. This could have 
also minimized the strength of the association between vigilance and flock size. 
 
Finally, American Coots either feed in water (by diving, dabbling, or surface feeding) or on land (by grazing or picking up food 
from the ground). These two environments might be perceived differently in terms of predation risk. Birds on land might be 
susceptible to both aerial and terrestrial predators, while birds in water are only exposed to aerial threats. In a previous study, 
feeding-bout lengths in aquatic habitat were longer than terrestrial feeding in Eurasian Coots.21 This study suggests that these 
birds perceived less risk in aquatic habitat and spent more time feeding, thus conversely less time scanning. Though we did not 
measure feeding bouts, our results contradict (albeit indirectly) these conclusions, as the American coots in this study were more 
vigilant in water than land whether they were foraging alone or in flocks. 
  
CONCLUSIONS 
We found a significant correlation between flock size and vigilance rate. American Coots were less vigilant in larger flocks and 
exhibited the highest amount of vigilance when foraging alone. In general, this study is in agreement with previously published 
studies of this genus.21, 24 However, many other factors might influence vigilance.10, 23 We believe that habituation to humans,28, 29 
food kleptoparasitism,30 and possibility of scramble competition33, 34 weakened the relationship between vigilance and flock size. 
Future studies should investigate individual variation in vigilance of a specific bird, in order to track its patterns of plasticity as the 
flock size changes. 
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PRESS SUMMARY 
Many studies about animal’s vigilance have shown a negative correlation between flock size and scanning rate among gregarious 
species. This study investigated the effect of flock size on vigilance in Fulica americana foraging on land and water, adding to the 
extensive data of anti-predatory behavior among animals. Data was collected by recording the coots scanning rate within their 
respective habitats. The results show that birds in water were more vigilant compared to the ones on land regardless if they were 
foraging alone or in flocks. While Fulica Americana exhibits a negative correlation between flock size and vigilance for both 
habitats, the effect of flock size on vigilance was minimal as it was possible that other factors (human habituation, food 
kleptoparasitism, or scramble competition) could have also played a role in shaping vigilance.  
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ABSTRACT 
The alkylating agent cyclophosphamide (CY) is a potent ovarian toxicant. It damages growing follicles and causes premature 
activation and depletion of the resting follicles that constitute the ovarian reserve. While there is abundant information on the 
impact of CY on the ovary and its toxicity mechanisms, the influence of the circadian rhythm on ovarian toxicity has not 
been evaluated. To test the hypothesis that time of exposure affects ovarian toxicity of CY, C57BL/6 mice were treated with 
a single injection of CY (75 mg/kg) at either two hours after lights on (Zeitgeber time (ZT) 02) or two hours after lights off 
(ZT14). Toxicity was evaluated one week after treatment by counting ovarian follicles in histological sections. Fewer 
primordial follicles were counted in the ovaries of CY-treated animals at both treatment times, and fewer antral follicles were 
counted in the ovaries of animals treated at ZT02. There was no difference in the number of primordial follicles in the 
ovaries of CY-treated animals between the two treatment times. These results demonstrate that CY-induced depletion of the 
ovarian reserve occurs when mice are exposed early in the light phase and early in the circadian cycle's dark phase. There is no 
impact of the circadian rhythm on follicle depletion by CY at these time points. 
 
KEYWORDS 
Cyclophosphamide; ovary; circadian; ovarian follicles; toxicity; mouse; chronotherapy; alkylating agent 

 
INTRODUCTION 
Female mammals are endowed with a finite number of germ cells (i.e., oocytes) assembled in follicles composed of somatic 
cells. Non-growing primordial follicles represent a female's ovarian reserve.1, 2 In healthy females, the number and quality of 
ovarian follicles decrease gradually throughout life.3 Eventually, a high degree of germ cell depletion contributes to age-
associated reproductive senescence and infertility.4, 5 The age-associated decline in the oocyte reserve may be accelerated by 
exposure to environmental toxicants that damage ovarian follicles.6–9  
 
Many routinely used chemotherapeutic agents are toxic to the ovary. They are a significant source of ovarian toxicant 
exposure in pre-menopausal women.8, 10 Alkylating agents are particularly harmful to the ovary. These compounds add alkyl 
groups to DNA, interfering with transcription, DNA replication, and cell division.11 Alkylating agent exposure is associated 
with a significantly reduced ovarian follicle reserve,12, 13 amenorrhea,14 and premature ovarian insufficiency in women.15, 16  
 
Cyclophosphamide (CY) is a bifunctional alkylating agent that induces DNA crosslinks and double-strand breaks.11 It is the 
cornerstone of chemotherapy regimens used to treat cancers in women, such as breast cancer, ovarian cancer, and non-
Hodgkin lymphoma.17 It is also used to treat autoimmune disorders such as systemic lupus erythematosus,18 which 
predominantly affect females.19  
 
Cyclophosphamide is a potent ovarian toxicant. Exposure is associated with reduced primordial follicle reserve,20 and an 
increased risk of acute ovarian failure in women treated as young adults.14, 15 In rodents, a single dose (75 mg/kg) is sufficient 
to reduce the primordial follicle reserve by 50%.21, 22 Cyclophosphamide significantly reduced the number of primordial 
follicles in human ovarian tissue mouse xenograft experiments.23, 24 Treatment of human ovarian xenografts was also 
associated with increased follicular apoptosis as measured by TUNEL staining24 and cleaved caspase-3 quantification.23 
 
As cancer survival rates continue to improve, and women delay childbearing to later in life, preserving females' fertility 
exposed to ovarian toxicants such as CY has become an important research area.25 Current strategies for fertility preservation 
during chemotherapy include cryopreservation of ovarian tissue, germ cells, or embryos.26 Researchers continue to search for 
less invasive methods to spare females' fertility after exposure to alkylating agents.  
 
The science of chronotherapy involves treating illnesses according to a patient's biological rhythms. The goals of 
chronotherapy are to minimize toxicity and enhance the effectiveness of pharmaceutical agents.27 Twenty-four-hour circadian 
rhythms in drug response have been observed for many compounds, including at least 40 anticancer agents and ten alkylating 
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agents.28 Therefore, biological rhythms may be an important consideration during chemotherapy when pre-menopausal 
women are exposed to alkylating agents.  
 
There is specific evidence that the degree of CY toxicity is influenced by the time of exposure. Male mice treated with CY (3 
doses of 150 mg/kg) at the light to dark transition of their daily cycle (Zeitgeber time (ZT)14) had better survival (80%) and 
retained more bodyweight after CY than those treated at the dark to light transition (ZT02, 20%)29. Others had reported the 
most significant survival rate in mice when they were treated with a single dose of CY (375 mg/kg) in the four hours around 
the light to dark transition compared to other times of the day.30 
 
While there is abundant information available on the effects of CY on the ovary and its toxicity mechanisms, the influence of 
the circadian rhythm on its ovarian toxicity has not been evaluated. This study aimed to determine if a circadian rhythm in 
CY toxicity is evident at a sub-lethal dose that induces significant follicle depletion. A rhythm in ovarian toxicity could be 
important for CY treatment in women when ovarian follicles should be spared. Furthermore, the circadian rhythm may be an 
important variable to consider as studies on other ovarian toxicants are planned and reported. We predicted that CY would 
deplete the ovarian reserve when mice were exposed at both ZT02 and ZT14, but that toxicity would be less severe in the 
group treated at ZT14. To test this hypothesis, mice were treated with a single dose of CY (75 mg/kg) at times predicted to 
yield the most (ZT02) and least (ZT14) overall toxicity.29 Ovarian follicles were classified and counted in histological sections 
one week after treatment.  
 
METHODS AND PROCEDURES 
Animals  
Breeding pairs of C57BL/6 mice were obtained from the Jackson Laboratory to generate experimental females for this study. 
Experimental females were weaned at 21 days old and individually housed in polycarbonate cages with aspen shaving 
bedding. The light cycle was the main time indicator (Zeitgeber) for the mice in this experiment. All animals were held on a 
12-hour light/12-hour dark cycle. The time of lights on was Zeitgeber time 00 (7:00 am EST). Animals were provided with 
water and chow (Mazuri Rat and Mouse Diet) ad libitum. The temperature was 20 ± 2 °C and humidity 30 ± 10%. All animal 
procedures were approved by the Institutional Animal Care and Use Committee at the State University of New York at 
Oneonta (protocol 2016-20). 
 
Treatments 
At six weeks old, each female was assigned to one of four treatment groups (seven to eight animals per group). The CY-
treated females received an intraperitoneal injection of CY (75 mg/kg in saline, Sigma Aldrich) at either ZT02 or ZT14. 
Control animals received an injection of saline at an equivalent volume at ZT02 or ZT14. All animals were killed at ZT12 by 
CO2 inhalation one week following the injection. The final body mass of each animal was recorded. The ovaries were 
removed, dissected free of fat and connective tissue, and weighed. The left ovary was used for histological analysis. 
 
Tissue preparation and histological evaluation  
The left ovary from each animal was fixed in 10% buffered formalin overnight and then serially dehydrated in ethanol. 
Ovaries were embedded in paraffin and serially sectioned at fivem. Every tenth section was placed on a glass slide and 
stained with hematoxylin and eosin. Sections were viewed under 400X magnification, and ovarian follicles were classified and 
counted. Oocytes surrounded by a single layer of flattened granulosa cells were classified as primordial. Primary follicles were 
characterized by an oocyte surrounded by a single layer of cuboidal granulosa cells. The oocytes of secondary follicles were 
surrounded by more than one layer of cuboidal granulosa cells, and antral follicles were characterized by having multiple 
layers of cuboidal granulosa cells and an antral space.31 Follicles were classified as atretic if the following were observed: 
degenerating oocyte and/or > 10% granulosa cells containing apoptotic bodies.32 Only follicles containing oocytes with a 
visible nucleus were counted.  
 
Statistical analysis  
Data were analyzed with JMP version 14.0.0 (SAS Institute, Inc.). A generalized linear model with planned comparisons was 
used to compare the numbers of follicles (primordial, primary, and secondary, antral, atretic, and total) counted in the ovaries 
of each CY treated group to controls and among the two treatment times. Levene's test was used to test for equal variance in 
follicle numbers between females treated at ZT02 and ZT14. All results were expressed as mean ± standard error of the 
mean (SEM). The level of significance () for each test was 0.05.  
 
RESULTS 
Representative histological sections from each treatment group are shown in Figure 1. A single dose of cyclophosphamide 
(75 mg/kg) significantly reduced the number of primordial follicles counted in the ovaries of mice treated both at two hours 
after lights on (ZT02, 37% reduction) and two hours after lights off (ZT14, 39% reduction, Figure 2). However, there was 
no difference in the number of primordial follicles in the ovaries of females treated at ZT02 and ZT14 (p = 0.64), indicating 
that time of treatment did not affect this measure of ovarian toxicity. In addition to depleting primordial follicles, 
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cyclophosphamide reduced the number of antral follicles in the ovaries of mice treated at ZT02. This was not observed in 
females treated at ZT14, and animals treated at ZT14 had significantly more antral follicles than those treated at ZT02.  

Figure 1. Representative photomicrographs (40X magnification) of ovaries from six-week-old mice treated with saline vehicle at ZT02 (A) or ZT14 (C) or 
CY at ZT02 (B) or ZT14 (D). Solid arrows indicate healthy secondary follicles, and open arrows indicate remnants of atretic follicles. CL indicates corpora 
lutea. Scale bars = 500 m.  
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Figure 2. Mean (± SEM) number of follicles counted in every 10th section of one ovary from six-week-old mice treated with CY or vehicle at ZT02 and 
ZT14. * indicates a significant difference (p < 0.05) between CY and vehicle-treated animals within the same treatment time, and # indicates a significant 
difference between CY-treated animals between ZT02 and ZT14 (p = 0.034). Sample sizes were 4-8 females per group. 
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The total number of follicles counted was also compared among the groups. There was a trend toward a decreased total 
number of follicles counted in the CY group treated at ZT02 as compared to the time-matched controls (p = 0.075, Figure 
3). There was no significant decrease in the number of follicles counted when mice were treated at ZT14 (p = 0.22), and there 
was no significant difference between treatment times (p = 0.36). Atretic follicles were counted, and there were no 
differences in the number across any of the comparisons made. 

Figure 3. Mean (± SEM) number of follicles of all stages of development combined and atretic follicles counted in every 10th section of one ovary of six-
week-old mice treated with CY or vehicle at ZT02 and ZT14. Sample sizes were 4-8 females per group.  

DISCUSSION  
Significant depletion of primordial follicles after CY treatment was expected, based on the results of previous studies using 
this dose21–33. We predicted that females treated at ZT14 would have a greater resistance to CY than those treated at ZT02 
(i.e., more primordial follicles remaining after treatment). This prediction was based on the reduced mortality in mice after 
high-dose CY treatment at ZT14 as compared to ZT02.29, 30 The data did not support our hypothesis and suggest that CY 
reduces the pool of ovarian follicles when animals are exposed both in the light and dark phases of the circadian cycle.  
 
Cyclophosphamide induces premature activation of dormant primordial follicles, which accelerates the depletion of the 
follicle reserve.33 It also induces apoptosis in both dormant and growing follicles.23, 24, 34 In previous studies, there was at least 
a 50% reduction in primordial follicles in mice seven days after a single dose of 75 mg/kg CY.21, 33 The degree of follicle 
depletion by CY in our study is more consistent with the results of Plowchalk & Mattison,9 where there was about a 33% 
reduction in primordial follicles.  
 
Others have reported a reduction of antral follicles after CY treatment with either a higher dose (200 mg/kg 9) or more 
acutely after treatment (3 days following an injection of 75 mg/kg22). Given that the resting follicle reserve is considered the 
most representative indicator of long-term ovarian health and fertility, their number is likely more biologically meaningful 
than the number of antral follicles. 
 
While the atretic follicle number has increased after CY treatment in rodents, it was observed either after in vitro exposure or 
when ovaries were observed 24 hours after treatment.34, 35 There were no signs of systemic toxicity after treatment with 
cyclophosphamide at either time. The change in body mass throughout the treatment or ovary mass did not differ from 
controls or between CY treatment groups (data not shown). 
 
Dosage is likely a major reason for the presence of a circadian rhythm in CY toxicity when mortality is the endpoint but not 
for ovarian toxicity. We used a dose that results in depletion of follicles but not systemic toxicity. This dosage (a single 
injection of 75-100 mg/kg21, 22) is low compared to the lethal doses used in previous studies (3 doses of 150 mg/kg) that 
demonstrated an impact of the circadian rhythm on toxicity and mortality. Additionally, ovarian toxicity and depletion of 
follicles require a single injection of CY, whereas circadian effects of toxicity were observed after repeated doses (3 x 150 
mg/kg). While multiple doses may better mimic what women undergoing cancer treatment are exposed to, this is difficult to 
recapitulate due to the great amount of variability in chemotherapy regimens. Whether the circadian rhythm impacts ovarian 
toxicity after multiple doses of CY remains unknown.  
 
We focused on follicle depletion as the toxicity outcome after CY treatment. This is commonly used as a measure of CY 
toxicity by many investigators in mechanistic studies and investigations of potential ameliorators of ovarian damage.22, 23, 33, 36, 
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37 It is unlikely that the dose we administered would significantly impact fertility one week after treatment,21 therefore, it was 
not tested. However, it remains unknown if the circadian rhythm would impact fertility after CY treatment in the long term 
or in aged animals with an already diminished primordial follicle reserve.  
 
Given current information on circadian patterns in toxicity in rodents, it seems unlikely that other points in the circadian 
cycle would yield different results in ovarian toxicity. We evaluated time points based on the maximum and minimum times 
of sensitivity for a high dose of cyclophosphamide (300-375 mg/kg).29, 30 In rodents, significant differences in sensitivity to 
several other toxicants have been observed when animals were exposed just after lights on and just after lights off,38–40 
including the toxicity of the alkylating agent cisplatin.40 Given these trends, it is unlikely that other times in the circadian cycle 
would impact ovarian toxicity of CY (e.g., middle of dark or light phases). 

CONCLUSIONS 
To our knowledge, this is the first evaluation of the potential impact of the circadian rhythm on ovarian toxicity. We report 
that time of treatment does not impact the toxicity of CY, in terms of follicle depletion, at two specific times in the circadian 
rhythm. Future studies to evaluate the influence of time of treatment with longer-duration dosing regimens or in combination 
with other alkylating chemotherapeutic agents may shed more light on the role the circadian rhythm may play in ovarian 
toxicity of CY.  
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PRESS SUMMARY 
Many of the chemicals used to treat cancer patients also have negative side effects, including damaging the ovary. 
cyclophosphamide (CY) is one such chemical commonly used during chemotherapy. CY is a known alkylating agent that 
interferes with DNA replication cell division. This is useful for fighting cancer cells, but it also damages egg cells (oocytes). 
Finding ways to mitigate the harmful effects of these ovarian toxicants was a primary focus of this study. One theory that was 
tested involved giving female mice sub-lethal dosages of the CY at two different stages of their circadian rhythm (in the 
evening vs. the morning). We hypothesized that the mice who receive the treatment when they are most metabolically active 
(in the evening) would have a higher resistance to the toxicant. These mice would be presumed to have more viable ovarian 
follicles left intact after the treatment. While previous studies have shown that chronotherapy is a viable method in reducing 
mice mortality to a lethal dosage of CY, no prior research has shown how the resistance of ovarian follicle health to toxins 
can be linked to metabolic rate. Our results suggest that the circadian rhythm has no significant effect on the mice’s ovarian 
resistance to CY at times tested. 
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ABSTRACT

 

Mothers may use controlling feeding practices (i.e., pressure to eat and restriction) to regulate their child's weight. However, these 
practices may have unintended consequences on the weight and mental health of children. The first aim of this study was to 
investigate differences in maternal controlling feeding practices by child gender, age, and maternal ethnicity. The second aim was 
to examine cross-sectional associations among maternal controlling feeding practices, child body mass index z-scores (BMI-z), 
global internalizing symptoms (i.e., depression and anxiety symptoms), and self-esteem. The third aim was to determine whether 
child sex and mother ethnicity moderate these associations. A sample of 202 ethnically diverse mother-child dyads (children ages 
8-12; 49% female) completed self-report questionnaires and had weight and height measurements taken. Results showed no 
differences in maternal controlling feeding practices by gender, ethnicity, or age. Pressure to eat was negatively related to child 
BMI-z, and restriction was positively related to BMI-z. Moreover, pressure to eat was negatively related to child self-esteem. 
There were no associations between maternal controlling feeding practices and global internalizing symptoms. Further, no 
associations differed by child gender or mother ethnicity. Maternal controlling feeding practices may be used to move a child's 
weight toward a healthy weight range. Overall, there was little evidence for associations between feeding practices and poor 
mental health; although, pressure to eat was related to poorer self-esteem in children.
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INTRODUCTION 
Obesity is increasingly becoming a concern in children of all ages, genders, and ethnicities.1,2 Similar to statistics for obesity, 
approximately one in every five children and adolescents have a mental health problem.3-6 Higher body weight and mental health 
problems, both of which have been found to correlate with controlling feeding practices, can lead to numerous health 
complications that may persist well into adulthood.5,6,7 Further, studies have found associations between higher body weight in 
childhood and an increased prevalence of anxiety and mood disorders later in life.8 Particularly, middle childhood is a time where 
mental health disorders and weight gain begin developing.6, 8, 11-13     
 
While obesity itself may lead to negative consequences such as depression, anxiety disorders, and chronic disease risk,8, 14-16 it is 
possible that efforts used to control children’s weight, such as controlling feeding practices, may contribute to these factors and 
pose an even greater risk for these physical and mental health problems.8  Previous studies have found that controlling feeding 
practices can contribute to a failure to appropriately respond to hunger or fullness signals, which can lead to weight gain. Research 
suggests that children tend to overeat when given free access to foods that are typically restricted from their diet.17,18 Further, 
feeding practices may lead to the development of weight and eating behavior concerns and a lack of autonomy.19 Additional 
research in adolescents found that maternal controlling feeding practices were positively correlated with bulimic symptoms (in 
females) and negatively correlated with self-esteem.6,20-21 
 
Given healthcare providers’ focus on the importance of proper nutrition and maintenance of a healthy weight in children,9,10 

parents may use controlling feeding practices (i.e., restricting child's food intake and pressuring a child to eat) in order to help their 
child achieve and maintain a healthy weight, which is defined by body mass index (BMI) for age and sex from the 5th through the 
85th percentile.11 Parents may restrict eating by limiting meal portions and commenting on the large intake of food by their child, 
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or parents may pressure their child to eat by forcing their child to consume an entire meal or punishing their child for failure to 
finish a meal.12,20,22-24 Among infants and toddlers, controlling feeding practices, both restriction and pressure to eat, have been 
shown to predict lower weight in children.11–12 Despite being predictive of lower weight in infants, restrictive and controlling 
feeding practices may be associated with poor weight and mental health-related outcomes in older children.8, 12–13  
 
Research findings have not been consistent regarding the relationship between parental controlling feeding practices and child 
weight status. Some research has found positive associations between restrictive feeding practices and weight and negative 
associations between pressure to eat and weight in early childhood.13,25-26 This finding could be due to child overeating behavior 
when given the opportunity to eat away from the supervision of a restrictive parent.27 Pressure to eat may reduce weight due to 
the development of aversion or anxiety towards food; in the absence of parental pressure, the child refuses to eat.27-28 In contrast, 
other studies of toddlers found no relation between child BMI-z scores and maternal controlling feeding practices;27 Similarly, in 
separate studies of Hispanic preschool children, there was no relation between maternal controlling feeding practices and BMI-z 
scores.23,29 

 
Empirical research has primarily focused on how maternal feeding practices can affect the physical weight of a child. Thus, there 
is a lack of data on the relationship between maternal feeding practices and child internalizing symptoms and self-esteem. One 
study found a positive relationship between increased maternal internalizing symptoms and increased controlling feeding 
practices,30 but studies have yet to look at child internalizing symptoms. Studies have found positive correlations between 
restrictive maternal feeding practices and disordered eating, such as binge eating in adolescents.20,24 Although disordered eating is 
highly associated with internalizing symptoms,31 it is unclear if the link between maternal controlling feeding practices extends to 
internalizing symptoms, such as mood and anxiety symptoms. 
 
The Role of Child Gender 
Gender may be an important variable to consider when examining the associations between maternal feeding practices and child 
internalizing symptoms and weight. Findings on gender and maternal feeding practices are varied; some studies suggest that 
maternal restriction is associated with self-esteem in girls with obesity and also associated with food intake control in girls, yet no 
significant associations were found for boys.32 This finding suggests that girls may be disproportionately affected by controlling 
feeding practices. Additional research observed that maternal pressure to eat in children 7-12 years old was linked to greater 
consumption of food in the absence of hunger, and a stronger correlation was observed for boys compared to girls.21.33-34 One 
study found that fathers reported more pressure to eat for boys than girls.35 However, in a separate study comparing maternal and 
paternal feeding practices among parents of boys and girls, there were no differences.20 Additional research found that maternal 
feeding is more likely to occur between mother-daughter than mother-son relationships; one possible explanation for this 
difference is the societal pressure to adhere to gender-related dietary norms.36-38 These associations provide preliminary evidence 
of gender being a possible variable to consider when assessing maternal controlling feeding practices and their relation to child 
weight and internalizing symptoms. 
 
The Role of Ethnicity 
In addition to gender, ethnicity may be an important factor to consider. Lifestyle differences between Hispanic and non-Hispanic 
families may lead to behavior that results in varied child weight and internalizing symptoms. Findings are mixed. However, some 
evidence suggests that non-White Hispanic mothers restrict foods less than White mothers. Other studies did not find evidence to 
support this; some research has found that Hispanic mothers were more likely to pressure their children to eat.38-39 One study 
found that non-White parents, including Hispanic parents, engaged in more restrictive and pressuring feeding practices.40 
 
Differences between Hispanic and non-Hispanic mothers may be linked to Hispanic culture, which emphasizes social eating.41-43 
In Hispanic culture, the ideal maternal figure is closely associated with feeding children; the more food, the more nurturing a 
mother is.44 This can lead to maternal pressuring to eat. Research suggests that Hispanic mothers have a different idea of what 
being overweight is, and thus they participate in pressuring to eat at times when non-Hispanic parents would not.45-46 Studies 
indicate that non-White Hispanic mothers may prefer their children to be heavier. They believe that this indicates child health and 
strength; this mentality can lead to more pressuring and less restrictive feeding practices.41, 45-47  
 
The Current Study 
Varying patterns of feeding practices by gender and ethnicity have led us to expect differences between Hispanic and non-
Hispanic children in relation to how maternal feeding patterns affect child internalizing symptoms and weight. We expect these 
differences due to cultural differences; for example, Hispanics regard food as a core part of their culture and thus are less likely to 
restrict it.19 Gender differences are expected due to the societal norms placed on females and males, such as that females should 
eat less than males, as well as the difference in mother-daughter and mother-son relationships.36-37, 48  These patterns could explain 
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differences in child obesity and internalizing symptoms, thus establishing the importance of the further study of these 
associations.15  
 
Studying the effect of maternal controlling feeding practices on adolescents, ages 8-12, is important because adolescence is a time 
where children strive to be more independent; they make their own decisions, yet decisions are still influenced by decisions made 
for them growing up. Additionally, mental health disorders are emerging in this age group, and it is important to study the role of 
controlling feeding practices in this trend.6, 8, 11-13    
 
The current study had several goals. The first research question examined differences in maternal controlling feeding practices by 
child gender, age, and maternal ethnicity. Age was examined as children become more independent as they get older, and mothers' 
controlling feeding practices may change due to increased autonomy.49 The second research question was examined to see if 
bivariate associations were among maternal feeding practices, child BMI, child internalizing symptoms (i.e., depressive and anxiety 
symptoms), and self-esteem. The third research question examined child gender and maternal ethnicity as moderators of 
associations between maternal controlling feeding practices and child BMI, internalizing symptoms, and self-esteem. The study 
aims to add knowledge to a topic that has not been extensively studied. Specifically, findings will allow us to understand the effect 
of controlling feeding practices on children's mental health and how this may differ for children of different gender and ethnicity. 
Findings may be used to develop interventions to educate parents on controlling eating habits that best promote healthy child 
weight and mental health, thus bettering health outcomes during adolescence and into adulthood.  
 
METHODS AND PROCEDURES 
Participants and Procedure 
The current study sample was drawn from Wave one of the Mothers, and Their Children’s Health (MATCH) study, which 
includes 202 dyads of ethnically diverse mothers and their 8–12-year-old children (age range during baseline assessment). The 
sample included 103 boys and 99 girls, and the mean age of children was 9.60 (SD=0.91). There were 99 mothers (49% of dyads) 
who indicated being Hispanic or Latina, with 103 being non-Hispanic. Mother-child dyads were recruited from urban schools in 
the greater Los Angeles community. Children were in third through sixth grade. Inclusion criteria included ≥50% custodianship 
of the child with the mother and ability of mothers and children to read in either English or Spanish. The study exclusion criteria 
for children or mothers: (1) currently taking medications for thyroid function or psychological conditions such as depression, 
anxiety, mood disorders, and ADHD, (2) health issues that limit physical activity, (3) enrolled in special education programs, (4) 
currently using oral or inhalant corticosteroids, (5) pregnancy, (6) mother works more than two weekday evenings per week (e.g., 
between 5 and 9 pm) or more than eight hours on any weekend day, and (7) child classified as underweight by a BMI percentile 
<5% adjusted for age and sex. 
 
The study was reviewed and approved by the institutional review board at the University of Southern California and Northeastern 
University. Dyads were recruited. Mothers provided consent for their own participation and parental consent for their child. 
Children provided assent. After this process, dyads completed paper and pencil questionnaire measures. A trained research 
assistant took weight and height measures. Dyads were given additional paper and pencil measures to take home to complete and 
return to the researchers. Mothers and children each received $100 compensation for their time and effort in the first wave of the 
study. 
 
Measures 
Child BMI. Height and weight were measured using an electronically calibrated digital scale and professional stadiometer. These 
measures were used to calculate BMI (𝑘𝑘𝑘𝑘/𝑚𝑚�) for mothers and age- and gender-specific body mass index percentiles for children. 
 
Child internalizing symptoms. The Revised Children's Anxiety and Depression Scale (RCADS)50 was used to assess child internalizing 
symptoms. The following subscales were measured: generalized anxiety, major depression, panic disorder, and separation anxiety. 
Some sample items include: "I feel sad or empty" and "I worry that bad things will happen to me." This 47-item questionnaire 
utilizes a response scale ranging from 0 (never) to 3 (always) for each item. A total score was calculated with higher scores indicating 
greater internalizing symptoms. A systematic review and meta-analysis showed that the RCADS has adequate psychometric 
properties across various assessment settings, languages, and locations.51 

 
Child self-esteem. The Rosenberg Self-Esteem (RSE)52 scale was used to assess child global self-esteem. This 10-item scale asks 
participants to reflect on their feelings about themselves on a scale ranging from 1 (strongly disagree) to 4 (strongly agree). Sample 
items include: "I feel that I have a number of good qualities" and "I am able to do things as well as most other people." The RSE 
has shown good convergent validity for students in high school and college students, men, women, various ethnic groups, and 
reliability and concurrent validity for high school students.53-54 
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Maternal controlling feeding practices. The Child Feeding Questionnaire (CFQ)55 utilizes self-reported measures to determine parental 
beliefs, attitudes, and practices and their effects on child feeding. Restrictive & Pressure to Eat subscales were used in the current 
study. The eight-item Restriction Eating subscale assessed restrictive pressures enforced by parents on the type and amount of 
food a child eats. A sample item is, “I have to be sure that my child does not eat too many high-fat foods.” The eight-item 
Pressure to Eat subscale assesses the frequency of pressuring the child to eat more food. A sample item is, “My child should 
always eat all of the food on her plate.” Mothers indicated on a scale from 1 (disagree) to 5 (agree) as to how much they engaged in 
various feeding behaviors. Studies found good psychometric properties of the CFQ in Hispanic and non-Hispanic mothers.29,55-56 
 
Statistical Analyses 
Analysis of covariance (ANCOVA) models were calculated to examine main effects and two- and three-way interactions among 
child gender, child age, and mother ethnicity in relation to maternal feeding practices (i.e., restrictive eating and pressure to eat). 
Age was used as a covariate given developmental influences on maternal feeding practices.49 To answer the second research 
question, bivariate Pearson correlations and descriptive statistics were calculated among maternal feeding practices and BMI-z, 
global internalizing symptoms, and self-esteem. Three hierarchical linear regression analyses were used to examine differences in 
the effect of maternal feeding practices on internalizing symptoms, self-esteem, and BMI-z, moderated by gender and ethnicity. 
Two-way interaction terms were created between gender and maternal feeding practices and ethnicity and maternal feeding 
practices. Age was included as a covariate in regression analyses. In the hierarchical linear regression, the first step included age; 
the second step included age, gender, ethnicity, and maternal feeding practice main effects; the third step added the interactions 
between gender and maternal feeding practices and ethnicity and maternal feeding practices. Significance tests were conducted at 
p<.05 level. 
 
RESULTS 
Research Question 1  
There were no significant two- or three-way interactions among child age, child gender, and mother ethnicity in relation to 
pressure to eat or restriction. Thus, interactions were removed from models. Neither child gender (p=.96) nor mother ethnicity 
(p=.52) were related to pressure to eat. Older children had mothers who reported greater pressure to eat (p=.01). Neither child 
gender (p=.17) nor mother ethnicity (p=.38) were related to restriction. Older children had mothers who reported greater 
restriction (p=.04) 
 
Research Question 2  
Bivariate correlations are presented in Table 1. Pressure to eat and restriction were only weakly positively correlated. Pressure to 
eat was significantly related to lower BMI-z scores and lower child self-esteem scores. Greater restriction was significantly, yet 
weakly, associated with higher BMI-z scores. There were no associations between maternal controlling feeding practices and 
global internalizing symptoms. 
 

 1 2 3 4 5 

1. Maternal pressure to eat - .16* -.41*** .07 -.23** 

2. Maternal restriction  - .20** .09 -.04 

3. Child BMI-z   - .12 -.09 

4. Child internalizing symptoms    - -.59*** 

5. Child self-esteem     - 

M 2.39 3.03 0.52 0.58 31.88 

SD 1.07 0.97 1.05 1.05 5.31 

Minimum 1.00 1.00 -2.63 0.00 13.00 

Maximum 5.00 5.00 2.61 2.23 40.00 

Skewness 0.36 -0.24 -0.16 1.36 -0.78 

Kurtosis -0.95 -0.73 -0.51 2.42 0.64 

Note. BMI=body mass index. ***p<.001, ** p < .01, * p < .05 
Table 1. Descriptive Statistics among Study Variables. 
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Research Question 3 
Results of hierarchical linear regression analyses are displayed in Table 2. Older children had fewer internalizing symptoms and 
better self-esteem across steps. There were no significant statistical interactions among maternal controlling feeding practices and 
gender or ethnicity in relation to any dependent variables. Further, results showed similar patterns on findings as bivariate 
correlations. 
 

 BMI-z Internalizing Symptoms Self-Esteem 

 B SE p B SE p B SE p 

Step 1          

Child Age .09 .08 .26 -.76 .25 .003 1.31 .44 .003 

Step 2          

Child Age .02 .07 .82 -.75 .26 .01 1.00 .44 .02 

Pressure to eat -.46 .06 <.001 .16 .23 .47 -1.12 .37 .003 

Restriction .31 .07 <.001 .18 .25 .47 -.10 .41 .81 

Female .15 .13 .25 .10 .47 .83 -1.50 .77 .05 

Hispanic .34 .13 .01 .82 .47 .08 -.83 .77 .28 

Step 3          

Child Age .01 .07 .93 -.76 .27 .01 .99 .45 .03 

Pressure to eat -.45 .11 <.001 -.26 .38 .49 -.68 .64 .29 

Restriction .33 .12 .01 .31 .42 .45 .32 .71 .66 

Female .13 .13 .31 .10 .47 .83 -1.47 .78 .06 

Hispanic .37 .13 .01 .90 .47 .06 -.91 .78 .25 

Pressure to eatXFemale .20 .13 .12 .60 .45 .19 -.70 .74 .35 

Pressure to eatXHispanic -.25 .13 .05 .20 .45 .66 -.09 .74 .90 

RestrictionXFemale -.11 .14 .45 -.57 .50 .26 .28 .83 .74 

RestrictionXHispanic .11 .14 .46 .34 .50 .49 -1.10 .83 .19 

Table 2. Hierarchical Linear Regressions of Outcomes on Maternal Controlling Feeding Practices, Gender, Ethnicity, and Interactions. 

DISCUSSION 
This cross-sectional study examined how maternal controlling feeding practices were associated with weight, global internalizing 
symptoms, and self-esteem among 8–12-year-old children and how child gender and mother ethnicity may moderate these 
relationships. There were no differences in reported maternal controlling feeding practices by child gender or mother ethnicity, 
but older children had mothers who reported greater restriction. This pattern of findings suggests that other factors may be more 
salient as to which mothers are more likely to use these practices with children of this age range, such as maternal mental health 
and parenting styles.30,57 
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Maternal pressure to eat was associated with lower child BMI z-scores, and maternal restriction was associated with higher child 
BMI-z scores. Mothers may be more likely to pressure lower weight children to eat more food as they may perceive their child as 
not getting appropriate nutrition. However, of note, severely underweight children were excluded. Oppositely, mothers may 
restrict the food intake of higher weight children given the health detriments and social stigma associated with being overweight 
and obese. Some prior research has shown no associations between maternal controlling feeding practices and BMI among 
Hispanics23-29; however, the current results found that ethnicity did not moderate the significant associations. Given the increasing 
public health focus on maintaining healthy child weight,43 mothers of children, regardless of ethnicity, may become more focused 
on using controlling feeding practices with children outside of prescribed weight ranges. 
 
Results indicated that pressure to eat and self-esteem scores were negatively correlated. One study showed that higher parental 
pressure to achieve was related to lower child self-esteem suggesting that undue parental pressure could potentially decrease child 
self-esteem.59 Results of the current study show that this may extend to pressure to eat. Perhaps maternal pressuring reduces a 
child's feelings of autonomy, which then decreases their self-esteem and confidence to make decisions.60 

 
There were no significant relationships among maternal controlling feeding practices and global internalizing symptoms. This is 
the first study to our knowledge that has examined this relation; however, studies have found associations between maternal 
controlling feeding practices and child bulimic symptoms and emotional eating scores.20,24 It is possible that controlling feeding 
practices are limited to being associated with eating psychopathology and no other forms of psychopathology. Furthermore, 
maternal controlling feeding practices may be more detrimental to older adolescents' mental health or only in children at risk for 
eating disorders. Given the dearth of literature in this area, it is important to conduct more research on these relationships in 
diverse samples of mother-child dyads. 
 
This study did not find any differences in the association of controlling feeding practices and weight and internalizing symptoms 
by gender and ethnicity. It is possible that differences between boys and girls may emerge later into adolescence. Continuous 
exposure to controlling feeding patterns at ages 13-15 has been correlated with unhealthy eating attitudes, such as restriction 
(more prevalent in boys as compared to girls) and pressuring oneself to eat (more prevalent in girls as compared to boys)61-62 Girls 
are more likely to diet during adolescence, as compared to boys; a past review indicated that 41-66% adolescent girls diet, and 20-
31% adolescent boys diet, both for the purpose of weight loss. Girls are more likely to diet because of society's perception of the 
ideal, extremely thin female body. Popular adolescent dieting methods, especially for girls, include crash diets, fasting, slimming 
tablets, diuretics, and laxatives. Peer pressure, media pressure, and perception of the harmlessness of dieting strategies perpetuate 
these behaviors.63-64 Internalized symptoms starting at a young age become the norm for these adolescents and thus follow them 
into adulthood. Further, ethnic differences may be more likely to emerge in Hispanic families who are less acculturated to 
Western society.44 More research is needed in adolescents and diverse groups of Hispanic dyads with regard to acculturation. 
 
A limitation of the current study includes a cross-sectional analytic strategy, which limits the ability to infer causation and 
directionality of effects. This was a community-based sample that was generally well-adjusted and had fewer mental health 
problems compared to clinical samples. Samples with greater numbers of children with mental health problems may produce 
differing results. Thus, future studies will be improved by sampling from clinical populations, and future studies should consider 
examining differences between overt (i.e., controlling a child’s food intake in a way that can be detected by the child such as 
verbally restricting or encouraging eating) versus covert (i.e., controlling a child’s food intake in a way that cannot be detected by 
the child such as placing smaller portions on plates or reducing amounts of snack food available in-home) forms of pressure to 
eat and restricting, which differ in whether the child can detect the controlling behavior.34,65 Overt and covert control can be 
measured with a 9-item questionnaire that asks about direct and indirect controlling feeding practices.65 These constructs are 
difficult to measure, and further research needs to be done to improve current measures. Future studies may be improved by 
utilizing more accurate video observational methods, as compared to self-reporting of intake; this may aid in the standardization 
of measures.66 Finally, parental stress, home environment, socioeconomic standing, single versus dual-parent households, food 
scarcity, and cultural versus ethnic differences should be considered in future studies as possible moderators or mediators.  
 
While future studies are necessary to explore the relationships between maternal controlling feeding practices and child weight 
and internalizing problems, this study provided new insights into these associations and showed that associations are similar 
across gender and ethnicity. 
 
CONCLUSIONS 
Maternal pressure to eat was correlated with lower child BMI z-scores, and maternal restriction was correlated with higher child 
BMI-z scores. In general, there were no significant correlations between maternal controlling feeding practices and internalizing 
symptoms, as well as no significant differences based on gender and ethnicity of a child. However, more maternal pressure to eat 
was related to lower self-esteem. This is the first study, to our knowledge, that studied the effect of controlling feeding practices 
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on global internalizing symptoms and self-esteem. Results provide some evidence that controlling feeding practices may be 
associated with less self-esteem in middle childhood, but there were no differences in relation to internalizing symptoms. More 
research will be needed to determine if controlling feeding practices impact mental health into adolescence. Also, results were 
similar across gender and ethnicity, suggesting that controlling feeding practices do not have a differential impact on mental health 
and weight in middle childhood. Future studies must be done to further explore the relationship between maternal feeding 
practices, child weight, and mental health, as well as the effect of gender and ethnicity, particularly in older children and samples 
with more variability in internalizing symptoms. 
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PRESS SUMMARY 
Mothers may attempt to control their children’s food intake in order to make the child gain or lose weight. The purpose of  this 
study was to determine if  these practices have an association with weight and mental health of  children. Results were based on 
202 pairs of  mothers and their children. The following findings were determined as part of  the results: mothers pressuring their 
children to eat was related to a lower child body mass, restricting children from eating certain foods was related to a higher child 
body mass, and mothers pressuring their children to eat was related to lower child self-esteem. 
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ABSTRACT 
Herein we report the synthesis of graphene oxide-based agar composites using a solution casting method. Graphene oxide was 
synthesized by modified Hummer’s method and was characterized using X-ray diffraction (XRD) and Raman spectroscopy. The 
graphene oxide-based agar composites were characterized using X-ray diffraction (XRD) and UV-visible spectroscopy. Optical 
band gap obtained from the Tauc plot showed that the composites could be used in the photodegradation of dyes. The 
synthesized composite material was checked for its practical applicability in the degradation of methylene blue dye under solar 
irradiation; with an increase in the concentration of graphene oxide, catalyst, and H2O2, the rate constant increases. The rate 
constant was found to be inversely proportional to the concentration of methylene blue dye. Dosage of graphene oxide was found 
to be the most prominent factor in increasing the rate of photodegradation. It is clear from the data for the reaction system that 
the degradation reaction follows pseudo-first-order kinetics. 
 
KEYWORDS 
Composites; Ultra-sonication; Photodegradation; Methylene Blue; XRD; Graphene Oxide; Kinetics; Biocompatibility 

 
INTRODUCTION 
Dyes are an important class of synthetic organic compounds used in many industries, especially textiles. Consequently, they have 
become common industrial environmental pollutants during their synthesis and later during fiber dyeing.1 The harmful organic 
substances generated from chemical, textile, and dye industries are highly polluting the water resources and producing serious 
problems to all life and their environment. Organic dyes are toxic, mutagenic, and carcinogenic.2 Around 10-20% of the dyes are 
lost during the dyeing process, and hence, the removal of textile dyes from contaminated water bodies has become a concern 
worldwide.3 The natural photosynthesis cycle process is also affected by the discharge of the textile industry effluents into the 
environment.4 If allowed to flow in drains and rivers, it affects the quality of drinking water in hand pumps, rivers, lakes, and 
potable reservoirs, making them unfit for human consumption. It is important to remove these pollutants from the wastewaters 
before their final disposal. Hence, there is a need to address the pollution problem immediately. Due to the chemical and 
biological stability, the removal of the toxic dyes by natural degradation processes is difficult.5-8 The effective removal of these 
dyes before discharge or their conversion into useful or less harmful products is of great importance. Various attempts are being 
made worldwide to address this issue by synthesizing novel materials for degradation or conversion of dyes into less harmful 
products. However, many of these materials, such as TiO2, are toxic to living communities. Replacement of such materials with 
biodegradable or biocompatible ones is the most attractive yet simple strategy and has received much attention in the last few 
years.9-11  

 
Graphene oxide (GO), a derivative of graphene, is in use for about one and a half centuries. It is a two dimensional (2-D) 
covalently bonded and oxygen-rich carbon skeletal. Because of its large surface area, excellent strength, and reactive oxygenated 
groups spread over its surface, it has recently attracted attention in various fields such as optoelectronics, energy storage, catalysis, 
thermoelectric devices, tissue engineering, and drug delivery.12-16 The functionalized surface of graphene oxide with reactive 
oxygenated species distinguishes it from graphene and has attracted scientists towards its valuable applications in chemistry 
(Figure 1). This oxygen-rich nature of graphene oxide is responsible for its easy dispersibility in water. This is the most important 
property of graphene oxide as it enables one to dope it into the polymer and ceramic matrices. Moreover, it also shows excellent 
dispersibility in most of the organic solvents such as N, N-dimethylformamide.17 Hence, graphene oxide is used in the wet 
preparation experiments in both aqueous media as well as in organic media. The electrical, mechanical, catalytic properties of 
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ceramics, polymers, and composites can be enhanced by doping them with graphene oxide. It was also found that the mechanical 
strength, electrical conductivity of polymers, more specifically ceramics, were increased to many folds when doped with graphene 
oxide.18-19 Graphene oxide is non-toxic at low concentrations, and the toxicity can be further reduced by surface modification with 
biocompatible material.20 

Biodegradable polymers have expanded the idea to tackle the growing environmental problem associated with the use of synthetic 
polymers leading to plastic waste. The hunt for cost-effective, environmentally friendly materials has led to the development of 
different biodegradable plastics.21 Agar is a jelly-like substance obtained from red marine algae and possesses distinctive 
characteristics such as biocompatibility, solubility in water, biodegradability, and low cost. It gets its gelling properties from an 
unbranched polysaccharide, which is obtained from the cell walls of some species of red algae, primarily from Gelidiaceae and 
Gracilaria. It has a wide range of applications, most commonly in the pharmaceutical and medical industries.22  

There are numerous reports in the literature where graphene oxide has been combined with other materials to make 
nanocomposites for application in the degradation of industrial dyes. M. Bakhtir Azim et al. synthesized GO-TiO2 
nanocomposites for degradation of methylene blue (MB), which showed around 89% degradation.23 Humaira Seema et al. had 
reported the synthesis of GO-SnO2 composites which gave complete degradation of methylene blue under solar light.24 Yanhui Li 
et al. synthesized GO-Agar aerogel for removal of methylene blue dye, which exhibited an excellent adsorption capacity of 578 
mg/g and reusability up to 3 cycles.25 Gelatin/PVA-GO biocomposites have been reported by L. E. Crica et al., which showed 
remarkable improvements in mechanical properties.26  

Methylene blue is an industrial dye that is commonly used for dying fabrics and in staining biological samples. Apart from 
industries, it finds application as medication. It is mainly used to treat methemoglobinemia and methemoglobin levels that are greater 
than 30%. However, if present in high concentrations, it is extremely hazardous to human health. Direct contact of methylene 
blue with eyes causes extreme irritation, and it is highly toxic by oral and intravenous routes. It is also combustible in powder 
form and releases highly toxic gases such as nitrogen oxides. Therefore, proper treatment is necessary before releasing such dyes 
into water bodies. 

Verma et al. and their group have reported biocompatible graphene and graphene oxide doped agar composites, which exhibited 
excellent tensile strength, thermal properties, and water resistance property.27 The present work is on the same line as Verma et al. 
and aims to synthesize biocompatible Agar@GO composites by a simple solution casting method. Various analytical techniques 
such as XRD, Raman, UV-Visible were utilized. Further, the composites were tested for photocatalytic degradation of methylene 
blue.  

 

Figure 1. Properties of graphene oxide. 
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EXPERIMENTAL 
1. Materials: 
Finely powdered graphite was purchased from LOBA Pvt. Ltd. Gelatin Agar powder was purchased from Weiss mill. Potassium 
permanganate (KMnO4), sulfuric acid (H2SO4, 98%), hydrochloric acid (HCl, 10%), hydrogen peroxide (H2O2, 30%), sodium 
nitrate (NaNO3) were of the analytical grade and were used as received. 

2. Synthesis of Graphene oxide: 
Graphene oxide was synthesized by modified Hummer’s method.28 2.0 g of finely powdered graphite and 1.0 g of sodium nitrate 
(NaNO3) were added to H2SO4 (46 ml; 98%). The mixture was subjected to constant stirring for 1 hour. 6.0 g of analytical grade 
KMnO4 was then added gradually to the mixture. The temperature of the reaction system was maintained at 20°C using an ice 
bath. After addition, the mixture was stirred constantly for 12 hours at 35°C using a magnetic stirrer. The solution thus obtained 
was diluted with 500 ml distilled water under constant stirring. Dilution was followed by the addition of 5.00 ml H2O2 (30%). The 
resulting product was washed with distilled water to remove the traces of acid, followed by washing with absolute alcohol. The 
product was dried at 60°C for 2 hours and stored in a vial for further experiments. 

3. Synthesis of Agar@GO composites: 
Agar@GO composites were synthesized by a simple solution casting method.20 To prepare 5% (w/w) Agar@GO composites, 5.0 
mg of graphene oxide powder were dispersed in 10% absolute alcohol and subjected to ultra-sonication for 30 min. Agar solution 
was prepared by dissolving 100.0 mg of agar powder in distilled water at 60°C followed by ultrasonication for 30 min. Both the 
solutions were then mixed and ultra-sonicated at 60°C for 60 min. The adduct so formed was then allowed to cool down at room 
temperature to obtain jelly-like material, which was air-dried and pulverized to obtain the composites. Similarly, composites with 
10%, 20%, and 25% of graphene oxide (w/w) were synthesized and studied for further applications. 

4. Characterization: 
The structural properties of the synthesized graphene oxide and Agar@GO composites were investigated by X-ray diffraction 
(XRD) technique at room temperature with Xpert pro MPD X-ray diffractometer with Cu - Kα radiation (λ – 1.5405 Ǻ). 
Diffraction patterns were recorded at a scan speed of 0.3°at 40KV/30 mA. Raman spectroscopy was carried out using 
RENISHAW micro Raman system with power 5 Mw to confirm the formation of graphene oxide. The optical properties of 
composites and photodegradation of methylene blue dye were studied using a UV-visible spectrophotometer (Shimadzu 1800) 
with a scanning interval of 0.5 nm from 200 nm to 800 nm. 

5. Photodegradation Experiment: 
A simple photodegradation experiment was carried out for the degradation of methylene blue dye under sunlight to investigate 
the photocatalytic activity of composites. 100 ppm stock solution of the dye was prepared by dissolving 0.1 g of methylene blue 
(molecular weight – 319.85 g/mol) in 1000 ml of distilled water. 50.00 ml 20 ppm solution of dye was then prepared using the 
stock solution. To the 50.00 ml of the above dye solution, the desired amounts of Agar@GO composites were added, followed 
by the addition of oxidizing agent H2O2. The mixture was then exposed to irradiation with occasional stirring. Aliquots of the 
irradiating mixture were taken at a constant interval of 10 min and were analyzed by a UV-visible spectrophotometer. The effect 
of various reaction parameters viz. amount of Agar@GO composites, the concentration of the dye solution, and the amount of 
H2O2 was investigated. 

RESULTS 
1. X-ray Diffraction and Raman Spectroscopy: 
The X-ray diffractogram of chemically synthesized graphene oxide is shown in Figure 2a. Along with an intense peak around 2θ 
= 10°, a small hump appeared at 2θ = 43.1°. No peak was observed around 2θ = 26°, which indicates the complete conversion of 
graphite into graphene oxide.29 The Raman spectra recorded for graphene oxide (Figure 2b) shows two bands at 1349 cm-1 and 
1599 cm-1. They are D and G bands, respectively, which arise due to sp2 hybridization of carbon atoms. X-ray diffraction patterns 
confirmed changes in the chemical structure of agar after the incorporation of graphene oxide (Figure 2c). Agar shows two 
intense 2θ peaks at 12.56° and 19.21° due to its semi-crystalline nature.30 A slightly intensified peak is observed at 12.56° along with 
a slightly broader 2θ peak at 43.13°. 
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Figure 2. a) XRD pattern of GO b) Raman Spectra of GO c) XRD patterns of Agar@GO composites with varying concentration of GO (GO – graphene oxide). 

2. Optical Properties: 
The synthesized Agar@GO composites were analyzed for optical properties using a UV-visible spectrophotometer. The UV-
Visible spectrum of the composites was monitored from 200 nm to 800 nm by dissolving a certain amount of composites in 
distilled water. This provided the first confirmation for the formation of Agar@GO composites. Figure 3a depicts the plot of 
%Transmittance vs. wavelength (nm). For agar, almost constant transmittance was observed in the visible range, whereas a 
sudden decrease was observed in the UV range of the spectrum. The sudden decrease in %Transmittance (~10%) is observed in 
the case of composites and is constant in both UV as well as in the visible region28. High %Transmittance was observed (~94%) 
in the case of agar due to its low concentration. The optical band gap was calculated from UV-visible spectra by Tauc plot 
method31 (Figure 3b). Extrapolating of the straight line in the plot of (αhν)2 vs. Energy (hν) gives the value of the optical band 
gap of composites, which was found to be 3.58 eV. Normally lower the value of band gap, the higher is the photocatalytic activity. 
The observed value (i.e., 3.58 eV) is sufficiently high and indicates that the energy requirement for excitation of electrons in the 
composites cannot be fulfilled in the visible region but requires a slightly higher amount of energy (i.e., corresponding to UV-
Visible region).  

c 

b a 
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Figure 3. a) % Transmittance of Agar@GO composites with 25% (w/w) of GO b) Tauc Plot for Agar@GO composites with 25% (w/w) of GO (GO – 
graphene oxide). 

3. Photodegradation Experiment: 
The ability of the Agar@GO composites was investigated for the degradation of methylene blue dye under solar irradiation. The 
degradation was monitored using a UV-visible spectrophotometer. The spectrum showed a gradual decrease in the absorption 
band at 664 nm and 292 nm (Figure 4). Systematic investigation of the effect of reaction parameters on the rate of the reaction 
was carried out. 

 

Figure 4. UV-Visible Spectrum of MB Degradation (MB – methylene blue). 

I.  Control Experiment: 
Various control experiments were carried out using Agar@GO composites for the degradation of methylene blue under sunlight. 
The data so obtained from the analysis of the UV-Visible spectrum is depicted in Figure 5. Negligible degradation was observed 
in the absence of composites and H2O2 (MB + hν). A slight increase in percent degradation was observed after the addition of 
H2O2 in the presence of light (MB + H2O2 + hν) and also in the absence of light (MB + H2O2 + dark). After the addition of 
Agar@GO composites (MB + H2O2 + Agar@GO + hν), almost 100% degradation was observed. The rate constant was also 
maximized in this case. This indicates that the composites are responsible for driving the reaction at a faster rate. 

a  b 



American Journal of Undergraduate Research www.ajuronline.org

 Volume 17 | Issue 3 | December 2020  34

 

Figure 5. Control Experiment of methylene blue degradation having conditions a) MB + hν b) MB + H2O2 + dark c) MB + H2O2 + hν d) MB + H2O2 + 
Agar@GO + hν (MB – methylene blue). 

II. Kinetics of Reaction: 
Reaction kinetics plays a crucial role in the investigation of reaction systems and their mechanisms. The direction of the reaction 
can be studied using reaction kinetics. To study the kinetics, the reaction mixtures were analyzed for absorbance band at 664 nm 
after regular intervals of 10 min in the range of 200 nm to 800 nm. A plot of ln (Ct/C0) vs. Time (t) in min was plotted for each 
system to obtain the rate constant whose values are given in Table 1. The rate constant was found to be highest in the presence 
of H2O2, Agar@GO, and sunlight. For an optimized system, percent degradation after 10, 20, 30, and 40 min was observed to be 
32.34%, 55.79%, 79.51%, and 99.97%, respectively (Figure 6).  

 

Figure 6. %Degradation vs. Time (min) for an optimized system. 
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GO Variation Catalyst Variation Dye Concentration H2O2 Variation 

% (w/w) k (min-1) Amount 
(mg) k (min-1) MB 

(ppm) k (min-1) H2O2 
(ml) k (min-1) 

5 0.0560 1.0 0.0965 20 0.2765 0.05 0.1245 

10 0.1256 2.0 0.1265 40 0.2015 0.10 0.1658 

20 0.1765 5.0 0.1725 60 0.1568 0.15 0.2158 

25 0.2791 10.0 0.2695 80 0.9574 0.20 0.2766 

- - - - 100 0.0869 - - 
Table 1. Variation of rate constant with change in reaction parameters. 

III. Effect of reaction parameters on rate of reaction: 
Reaction parameters such as the amount of catalyst, the concentration of H2O2, etc., play a vital role in determining the rate of 
degradation of organic dyes under solar irradiation. In the present study, the effects of such parameters were studied 
systematically. 

a. Concentration of GO: 
Due to the large surface area of graphene oxide, a slight change in amount can greatly influence the rate of degradation. The 
systematic study of the effect of graphene oxide dosage (viz. 5%, 10%, 20%, and 25% w/w) on the degradation of methylene blue 
shows that a larger amount of graphene oxide drives the reaction at a faster rate (Figure 7a). When the reaction was carried out 
with composites containing 25% graphene oxide (w/w), the rate constant of the reaction was highest, and the plot for 
%degradation vs. Time (min) exhibited an almost linear nature. Thus, 25% graphene oxide (w/w) was optimized and was used for 
further experiments. 

b. Concentration of Agar@GO Composites: 
The degradation of organic dyes is greatly influenced by the amount of catalyst. 32 To make the process more practical and cost-
effective, the minimization of catalyst concentration is of utmost importance. The influence of the amount of catalyst (1.0 mg, 2.0 
mg, 5.0 mg, 10.0 mg) on the degradation of 50.00 ml methylene blue dye (20 ppm) at H2O2 – 0.20 ml and initial pH (pH = 8.4) is 
shown in Figure 7b. 10 mg of composites were found to be more effective in driving the reaction at a faster rate as the rate 
constant was maximum in this case compared to others. A gradual decrease in rate constant was observed with a decrease in the 
concentration of composites. All further experiments were carried out at 10.0 mg of Agar@GO composites. 

c. Concentration of H2O2: 
To make the reaction economically feasible, the optimization of H2O2 is very important. Variation of H2O2 concentration and its 
effect on the rate of degradation was monitored, and the data so obtained is shown in Figure 7c. An increase in the rate of 
reaction was observed with the increase in the concentration of H2O2. Kinetics studies showed an increase in the rate constant 
with increasing concentration of H2O2. The rate was observed to be faster, with 0.20 ml of H2O2 having a rate constant of 0.2695 
min-1. Hence further experiments were carried out at 0.20 ml of H2O2. 

d. Concentration of methylene blue: 
Another parameter that greatly influences the reaction rate is dye concentration. Degradation of methylene blue was studied at 
various dye concentrations viz. 20 ppm, 40 ppm, 60 ppm, 80 ppm, and 100 ppm by keeping rest parameters constant (Agar@GO 
– 10 mg; H2O2 – 0.2 ml; pH – 8.4). From Figure 7d, it can be seen that, as the concentration of dye increases, the rate of 
degradation decreases. The rate constant was observed to be highest at a dye concentration of 20 ppm. 
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Figure 7. a) Variation of graphene oxide (w/w) with conditions: a – 5%; b – 10%; c – 20%; d – 25% b) Variation of Agar@GO with conditions: a – 1.0 mg; b – 
2.0 mg; c – 5.0 mg; d – 10.0 mg c) Variation of H2O2 with conditions: a - 0.05 ml; b - 0.10 ml; c – 0.15 ml; d – 0.20 ml. d) Effect of  variation in dye concentration 

on rate of degradation 

IV. Plausible Mechanism of Photo Degradation: 
Agar shows remarkable properties after forming composites with graphene oxide. The lower band gap is one of those remarkable 
properties which allow these composites to be used for photodegradation of organic dyes. There is no exact mechanism known 
till date for degradation of organic dyes using Agar@GO composites under solar irradiation. To the best of our knowledge, it is 
the first report in which the possible mechanism for the degradation of methylene blue is reported using the Agar@GO 
composites (Figure 8).  

When Agar@GO composites are added to the aqueous solution of methylene blue, the molecules of organic dye get adsorbed 
(MB*) on the surface of the agar. Agarose and agaropectin, the two components of agar, contain –OH groups with which the dye 
molecules interact and get adsorbed. As per the literature survey, methylene blue dye gets adsorbed on agar in the form of 
monolayers and is irrespective of the concentration of dye. This is due to the presence of a large number of 3, 6-anhydro-L-
galactopyranose units.33 

MB + Agar  MB* + Agar        Equation 1. 

After irradiating the solution containing Agar@GO composites with visible light, graphene oxide (GO), the key component of 
Agar@GO composites, releases a pair of holes and electrons.34 

GO → e- + holes          Equation 2. 

The band gap of graphene oxide (~3.5eV) allows this generation of pairs on its surface. This photo inductively generated 
electron-hole pairs then react with the H2O and O2 to form active oxygen species. 

holes + H2O → H+ + OH•        Equation 3. 

e− + O2 → O2•−          Equation 4. 

a  b 

d c 
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O2•− + H+ → HO2•         Equation 5. 
 
The superoxide ion and hydroxyl free radicals generated from the above reaction react with organic dye and forms the 
degradation products, which are CO2 and H2O.35 

 

Figure 8. Plausible Mechanism of Photo Degradation of methylene blue dye using Agar@GO composites. 

DISCUSSION 
The characteristic peak obtained at around 2θ = 10° confirms the formation of graphene oxide. The peak corresponds to the 002 
plane and arises due to the increase in interatomic layers, which is associated with the addition of reactive oxygenated groups. The 
small hump at 2θ = 43.1° can be attributed to a turbostratic disorder.36 Significant disorder in the as synthesized graphene oxide 
was shown by the Raman spectra. The two intense peaks, namely D and G, indicate structural disorder in graphene oxide. The D 
peak, which is generally referred to as disorder band at 1349 cm-1, represents the breathing mode of aromatic rings.37 The presence 
of two additional peaks, namely 2D and D + G, also indicated disorderedness in graphene oxide. The results obtained from XRD 
patterns and Raman spectra for graphene oxide were in excellent agreement with results reported in the literature and thus 
confirmed its formation.37 

The analysis of synthesized composites shows structural changes after the incorporation of graphene oxide into the agar. X-ray 
diffraction patterns of composites reveal that, as the amount of graphene oxide increases, the intensity of the 2θ peak at 43.13° 
increases. A sudden decrease in the %Transmittance of composites compared to agar is associated with the presence of phenolic 
groups of graphene oxide.38 Agar does not exhibit photo-induced activity, whereas the composites showed active photo nature. It 
is due to the lower band gap value of 3.58 eV that lies in the photoactive range. All the above observations support the structural 
changes in the properties of agar are due to the incorporation of graphene oxide. 

The UV-visible spectrum recorded for degradation of methylene blue dye shows a decrease in absorbance bands at two 
wavelengths, 664 nm, and 292 nm, respectively. The decrease in the absorbance band at 664 nm corresponds to the degradation 
of chromophores of the dye, whereas a decrease in the band at 292 nm is attributed to the degradation of organic rings of the 
dye.39 The degradation of organic rings leads to the conversion of harmful dye into less harmful organics such as water and CO2.  

The systematic study of influencing factors for rate of reaction shows that the rate of reaction is proportional to the amount of 
graphene oxide loaded into agar, amount of composites used, and amount of H2O2, whereas it exhibits inverse relation with the 
concentration of dye used for degradation.  The coefficient of determination factor (R2) obtained from the first-order kinetic 
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model for an optimized system is 0.994.25 The closeness of the R2 value to unity indicates that the data fit the linear model in an 
excellent agreement and follows pseudo-first-order kinetics. 

CONCLUSION 
The synthesized and characterized Agar@GO composites with various weight ratios of graphene oxide showed excellent 
photocatalytic activity for the degradation of methylene blue dye. All the reactions were carried without 30 minutes of adsorption 
in the dark and thereby reducing the cost and time of degradation. The relatively high biodegradability and lower band gap could 
allow the composites to be used as a photo-catalyst for various reactions. Along with excellent photocatalytic activity, the 
composites could find potential applications in the manufacturing of biocompatible materials like bio-polymers, which could 
replace polythene based plastic materials. 
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PRESS SUMMARY 
Colorants used in textile industries are organic dyes that affect the quality of water and have been recognized as the root of 
pollution over the last few years. The current study presents the investigation of structural and optical properties of biocompatible 
Agar@GO composites and their photocatalytic activity in the degradation of organic dyes. The synthesis was carried out by 
mixing the agar solution and dispersion of graphene oxide in the desired ratio. The critically analyzed results show that the 
reaction follows the pseudo first order. Only 10.0 mg of synthesized composites were found to show an excellent activity for 
degradation of methylene blue dye and thus increasing the economic viability of the reaction. Within a short period of 40 minutes, 
100% degradation was observed. 
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ABSTRACT 
As an unintentional result of the extensive use of antibiotics in healthcare and agriculture, antibiotics have become an increasingly 
prevalent selective pressure on bacteria. This forces bacteria to evolve and acquire antibiotic-resistant genes or mutations in order 
to survive. Suppose a bacterial strain acquires resistance to three or more antibiotics. In that case, it is deemed multidrug-resistant 
(MDR), and it becomes a potentially more serious problem to solve in the context of healthcare. This study aims to evaluate the 
acquisition of resistance to multiple antibiotic drugs by an initially susceptible isolated bacterium from a Minnesota forest 
environment. The bacterium was found to be Pseudomonas by 16s rRNA gene sequencing. Three antibiotics, neomycin, 
ciprofloxacin, and imipenem, each from a different drug class, were selected to see if this isolate could become resistant over time 
and exposure. The bacterial strain developed resistance to the selected antibiotics through a series of sequential exposures to 
increasing concentrations of each drug in this order. As determined by a disc susceptibility test, the initial isolate acquired 
resistance to all three selected antibiotics. Single nucleotide polymorphisms (SNPs) between the original isolate and the final 
resistant strain were identified. These SNPs suggest that mutations to efflux transporters and antibiotic protein targets play a role 
in acquiring and maintaining antibiotic resistance. 
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INTRODUCTION 
Like all species, bacteria evolve. Depending on the environmental factors and stresses, bacteria evolve in order to survive. These 
factors can range from a change in the environment to human influence. Within the realm of human influence lies antibiotics. 
While antibiotics are a powerful tool in medicine, they also present a new environmental stressor to bacteria.1 As an unintentional 
result of healthcare and agriculture uses, antibiotics have become an increasingly prevalent selective pressure.2 This stressor 
promotes a bacterium's evolution to become resistant to the antibiotic it is exposed to survive. Those that evolve are then capable 
of out-competing susceptible bacterial strains, so the resistant strain reproduces more quickly and in greater quantity. When this 
occurs, it can be difficult to treat patients infected with the now resistant bacteria. This has become a rising health issue as bacteria 
continue to develop antibiotic resistance; they were previously susceptible. Drug resistance has arisen in some capacity for almost 
all antibiotic drugs on the market, and certain pathogenic bacterial strains have been characterized as multidrug-resistant 
organisms.3 

 
Antibiotics play an essential role in modern medicine. The average life expectancy before the discovery of antibiotics was 47 years 
old.4 This average life expectancy rose to 78 years following 35 years of antibiotic discovery due to the newly found ability to treat 
a multitude of infectious diseases.4 This resulted in drastic public health changes that improved both quality and length of life. 
While antibiotics are an essential tool in medicine, problems have begun to arise due to the overuse of antibiotics, leading to 
antibiotic resistance in bacteria and other microorganisms. The World Health Organization has deemed antibiotic resistance a 
major public health threat.5 The CDC reported antibiotic-resistant bacteria and fungi to have caused at least 2.8 million infections 
in 2019 in the United States.6 Of these cases, 35,000 led to death. Not only does antibiotic resistance affect public health, but it 
has a negative economic impact too. In the United States, antibiotic-resistant infections are estimated to cost 20 billion dollars per 
year.5 Due to both the health and economic impacts of drug resistance, this problem must be addressed. 
 
Antibiotic drugs fall into four different classes based on their mechanism of action: cell wall inhibitors, protein synthesis 
inhibitors, DNA and RNA synthesis inhibitors, and metabolic pathway inhibitors.2 Not only can bacteria evolve resistance to one 
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antibiotic or a class of antibiotics, but they are capable of evolving resistance to multiple drugs and multiple drug classes. The 
acquisition of resistance to antibiotics holds more serious consequences as a bacterium develops resistance to multiple classes of 
antibiotics. The term multidrug resistance (MDR) is given to a bacterial strain resistant to a minimum of three different classes of 
antibiotics.7 Bacteria are resistant to antibiotics, either intrinsically or through acquired mutations.7 Common mechanisms of 
resistance include efflux pumps, changes in cell wall permeability, modification of an antibiotic by enzymatic action, antibiotic 
degradation, use of alternative metabolic pathways, modification of the antibiotic target, and overexpression of the enzyme 
targeted by an antibiotic.8 Efflux pumps have been found to play a pivotal role in both intrinsic and adaptive resistance. Efflux 
pumps are components of bacterial membranes, so bacteria naturally express these pumps.9 In the presence of antibiotic selective 
pressure, the overexpression of efflux pumps as well as mutations in these pumps have been observed, which has led to efflux 
pumps becoming a point of interest in the study of antibiotic resistance.9 
 
In this study, a bacterium was isolated from the St. John’s University arboretum; 16s rRNA gene sequencing determined it to be a 
Pseudomonas. Pseudomonas are known to innately express various efflux pumps playing a role in their intrinsic antibiotic-resistant 
abilities.9 The isolate was intrinsically susceptible to an array of antibiotics by antibiotic susceptibility disc tests in which 
susceptibility is measured by the zone of inhibition created. Three of these antibiotics were selected to evaluate the isolate's ability 
to acquire MDR: neomycin, ciprofloxacin, and imipenem.  
 
This isolate set the stage for this study’s experiment to see if antibiotic resistance could be evolved in the laboratory via repeated 
exposures to a particular antibiotic. Once resistance was demonstrated via an antibiotic disc test that previously killed the isolate, 
the isolate's genome was sequenced to look for possible SNPs that arose that may play a role in the acquisition of resistance. The 
goal was to gain insight into the acquisition of antibiotic resistance in an isolate from an environmental setting rather than with a 
known pathogenic bacterial strain as other studies have demonstrated.4, 7  

 
There are a variety of commonly mutated proteins in resistant Pseudomonas species.4 Depending on the selective pressure of a 
given antibiotic, different mutations may arise in order for the strain to become resistant since antibiotics are bactericidal through 
a variety of mechanisms. 
 
Neomycin is an aminoglycoside antibiotic.8 It is bactericidal through its inhibition of protein synthesis.8 Its mechanism of action 
lies in binding to the 30s subunit that is part of the bacterial ribosome.10 Due to this binding action, the ribosome cannot properly 
translate mRNA into protein, which is detrimental to the cell.10 In order to survive, bacteria have developed mechanisms of 
resistance to this class of antibiotics.8 A variety of mechanisms have been identified in the gaining of resistance to 
aminoglycosides: active efflux, permeability changes, ribosome modifications, and degradation of aminoglycosides by enzymatic 
activity.8 These changes are attributed to a variety of genetic mutations, so resistance to this antibiotic originates from a variety of 
genes.8 
 
Ciprofloxacin belongs to the DNA synthesis inhibitor drug class. It is a fluoroquinolone.8 It works by inhibiting DNA gyrase and 
topoisomerase IV.8 Without these enzymes, the bacterium cannot replicate its DNA, which is an essential part of the growth of a 
bacterial population.8 In order to gain resistance, a bacterium typically gains a random mutation in one of the genes that codes for 
these targeted enzymes.8 A random mutation in a targeted enzyme may then alter the enzyme's structure, which may lead to 
altered enzyme function.8 Resistant bacteria have also been observed to decrease membrane permeability and perform active 
efflux in order to gain resistance to this class of drugs.8 
 
Imipenem falls into the cell wall inhibitor drug class. It is a carbapenem that belongs to a group of antibiotics called -lactams.8 
These antibiotics work by weakening the cell wall of a bacterium and making it more susceptible to lysing due to osmotic 
pressure.8 It works by binding penicillin-binding proteins, which play a role in the cross-linking of peptidoglycan chains, which are 
structurally needed in the cell wall.8 Many bacteria have successfully acquired resistance to drugs in this class through the 
expression of beta-lactamase, which destroys the beta-lactam ring in these drugs.8 A variety of other mechanisms to resistance 
have been observed, but beta-lactamase production is the most common.8 
 
Taken together, these selected antibiotics target bacteria cells using very different and distinct mechanisms. The isolated 
Pseudomonas was evaluated for its ability to gain and maintain resistance to each of these antibiotics. This study aims to provide 
insight into this acquisition and maintenance of multidrug resistance in a bacterial strain isolated from an environmental setting. 
 
METHODS AND PROCEDURES 
Materials 
Tryptic soy agar (TSA) and tryptic soy broth (TSB) were used for growing bacteria on plates and in liquid cultures, respectively 
(BD). The TSB flasks were incubated at 25 C and 200 rpm (New Brunswick Scientific C25 Incubator Shaker) for 24 to 72 hours. 
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Optical density at 600 nm was taken to measure culture density (OD600; Beckman DU640 spectrophotometer). Neomycin 
trisulfate salt hydrate (Sigma Aldrich, CAS 1405-10-3), ciprofloxacin (Sigma Aldrich, CAS 85721-33-1), and imipenem 
monohydrate (Sigma Aldrich, CAS 74431-23-5) powders were used for the series of sequential exposures. 30 g/mL neomycin 
discs (BD BBL, 231313), 5 g/mL ciprofloxacin discs (BD BBL, 231658), and 10 g/mL imipenem discs (BD BBL, 231645) 
were used in the antibiotic susceptibility disc tests. 
 
Colony isolation and rRNA gene sequencing identification 
Water samples from a pond located in the St. John's University Arboretum in Collegeville, MN, were collected and streaked out 
on a TSA plate. A single colony was selected and isolated by line streaking until pure. A pure culture of the isolated bacteria was 
subject to PCR amplification using universal primers U341F and UA1406R that recognize an 1100 bp segment of the 16s rRNA 
gene. PCR products were run on a 1.5% agarose gel and confirmed to be 1100 bp in length. PCR products were then purified 
(QIAquick PCR Purification Kit, QIAGEN), pre-mixed with the forward universal primer U341F, and sent to GeneWiz (South 
Plainfield, NJ) for sequencing. FASTA files were then used in a BLAST and the ARB-SLIVA project aligner to identify each 
organism's most likely genus and species. 
 
Antibiotic exposure 
The isolate was determined to be susceptible to neomycin (30 g/mL), ciprofloxacin (5 g/mL), and imipenem (10 g/mL) by 
an antibiotic susceptibility disc test. The zone of inhibition (measured in millimeters) created by the disc was used as a means of 
measuring susceptibility to the given antibiotic. 
 
A flask containing 50 mL of TSB with a concentration of 5 g/mL of neomycin was inoculated with the original Pseudomonas 
isolate at time 0 hr. The optical density (OD600) was measured every two hours until an absorbance of 1.0 was reached after 24 to 
72 hours. Once achieved, the evolved bacteria were streaked out onto a TSA plate without the antibiotic present. This process 
was repeated with the evolved bacterial strain at a higher concentration of neomycin until the strain acquired resistance to 
neomycin at a concentration of 30 g/mL. The bacterial strain developed resistance to neomycin at the increments of 5 g/mL, 
7.5 g/mL, 15 g/mL, 20 g/mL, 25 g/mL, and 30 g/mL in sequential order. There were a total of six transfers within this 
series in which the isolate was streaked for isolation before each transfer. To confirm the acquisition of resistance, the bacterial 
strain at each neomycin concentration increment was plated on a TSA plate and tested against the 30 g/mL neomycin disc. 
Zones of inhibition were measured after a 48-hour growth period. 
 
Once the acquisition of antibiotic resistance to neomycin at the target concentration of 30 g/mL was confirmed by the disc test, 
the resistant strain underwent a process of sequential exposure again but with ciprofloxacin. The strain developed resistance to 
ciprofloxacin at the increments 2.5 g/mL, 3.5 g/mL, 4.5 g/mL, and 5 g/mL. There were a total of four transfers within this 
series, and colonies were streaked for isolation before each new transfer. In order to confirm the acquisition of resistance, the 
bacterial strain at each ciprofloxacin concentration increment was plated on a TSA plate and tested against the 5 g/mL 
ciprofloxacin disc. Zones of inhibition were measured after a 48-hour growth period. 
 
This process of sequential exposure was repeated once more with imipenem. The initial bacterial strain used for this round of 
sequential exposure was the strain previously made resistant to 30 g/mL neomycin and 5 g/mL ciprofloxacin. The bacterial 
strain developed resistance to imipenem at the increments 1 g/mL, 3 g/mL, 5 g/mL, 7.5 g/mL, and 10 g/mL. There were 
a total of five transfers in this series, and each isolate was streaked for isolation before a new transfer. Following the acquisition of 
antibiotic resistance to imipenem at the target concentration of 10 g/mL, the bacterial strain at each imipenem concentration 
increment was plated on a TSA plate and tested against the 10 g/mL ciprofloxacin disc to confirm that resistance to imipenem 
was acquired. Zones of inhibition were measured after a 48-hour growth period. 
 
Throughout this series of sequential exposures, there were a total of 15 transfers of the bacterial strain to an increased antibiotic 
concentration. In the neomycin experiment set, there were six transfers. In the ciprofloxacin experiment set, there were five 
transfers. Lastly, in the imipenem experiment set, there were four transfers. 
 
Antibiotic susceptibility disc test for MDR 
TSA plates containing 30 g/mL neomycin and 10 g/mL imipenem were made. The bacterial strain at each major point in the 
study was plated onto these antibiotic TSA plates, and a 5 g/mL ciprofloxacin disc was used. The strains used were the initial 
isolate, the 30 g/mL neomycin resistant strain, the 30 g/mL neomycin and 5 g/mL ciprofloxacin-resistant strain, and the 30 
g/mL neomycin, 5 g/mL ciprofloxacin, and 10 g/mL imipenem resistant strain. Zones of inhibition were measured after a 
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48-hour growth period. Refer to Table 1 for the standard zone of inhibition measurements used to determine whether or not a 
strain was resistant. 
 
Genome Sequencing 
The original isolate's genome, the neomycin resistant strain, the neomycin, and ciprofloxacin-resistant strain, and the neomycin, 
ciprofloxacin, and imipenem resistant strain were sequenced and analyzed by Illumina sequencing. Flask growths were grown 
overnight on MacConkey agar to check for visible contamination, then a streak of colonies from the plate was re-grown overnight 
in 2 mL LB broth with shaking at 37 °C. DNA was extracted from overnight growths of each strain using the Qiagen DNEasy 
Kit. Library preparations were performed with Illumina reagents (Nextera XT DNA library kit). DNA sequencing was performed 
on a MiSeq machine at the University of Minnesota Genomics Center (Saint Paul, MN, USA). A range of 81,420-666,386 high-
quality reads (Q30 average) was generated for each strain, corresponding to approximately 10-30-fold coverage for each strain 
sequenced. Following quality filtering, all genomes were assembled using SPAdes.11 The original strain's assembly was used as a 
reference for read mapping to identify SNPs, with 463 (min=120) contigs totaling 6,743,307 bp. The assembly of this genome was 
annotated using Prokka.12 Reads from the original strain and evolved strains were mapped to the original strain assembly using 
snippy (https://github.com/tseemann/snippy), with a similarity fraction of 0.9 and minimum coverage of 8x for variant calling. 
Variants were called at high minimum frequency (>90%) to identify true variants relative to the reference genome and other 
sequenced strains in this study. Mutations unique to each strain sequenced, relative to the parent strain sequenced, were identified 
and annotated. MAUVE.13 was used to align the original and evolved sequences for the assessment of any large-scale genomic 
changes. 
 
RESULTS AND DISCUSSION 
Antibiotic Exposure and Disc Test 
The basis of the experiment is to evaluate the ability of a bacterial strain to gain antibiotic resistance. The original bacterial isolate 
is referred to as strain 1.  
 
The optical density at 600 nm was used to measure the growth of the bacteria. Each flask was grown to a minimum optical 
density of 1.0. Due to overnight growth in some of the flasks, there were cases where flasks exceeded the 1.0 minimum optical 
density. A growth curve was made with the average of two replicate flasks' optical densities at each time interval measured for 
each antibiotic concentration. Additionally, the standard deviation was calculated and applied as error bars. The majority of the 
standard deviations calculated were small, which is evident from the size of the error bars. The growth curve for the bacterial 
strain at each neomycin concentration is depicted in Figure 1; the neomycin resistant strain is referred to as “strain 2.” Figure 2 
depicts the growth curve for the bacterial strain at each ciprofloxacin concentration; this neomycin and ciprofloxacin-resistant 
strain is referred to as "strain 3." Lastly, Figure 3 depicts the growth curve of the bacterial strain at each imipenem concentration; 
this final strain is referred to as “strain 4.” For clarity, it is worth noting that the original isolated bacterial strain, parental strain, is 
referred to as “strain 1.” 
  

 
Figure 1. Growth curve for the series sequential exposures to neomycin at each concentration. 
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Figure 2. Growth curve for the series sequential exposures to ciprofloxacin at each concentration. 

 
 

 
Figure 3. Growth curve for the series sequential exposures to imipenem at each concentration 

 
 

Antibiotic Resistant Intermediate Susceptible 
Neomycin 12  13-16  17 
Ciprofloxacin 15  16-20  21 
Imipenem 13  14-15  16 

Table 1. Standard zones of inhibition (mm) for each antibiotic according to Becton Dickinson BBL Sensi-Disc Antimicrobial Sensibility Test standards. 
 
 

Antibiotic Initial Zone of Inhibition 
Neomycin 20 
Ciprofloxacin Not Recorded* 
Imipenem 39 

Table 2. Initial zones of inhibition (mm) were measured for the isolate prior to the series of sequential exposures. *Initial zone of inhibition was not recorded. 
 
The Pseudomonas was first evolved to acquire resistance to neomycin. The bacterial strain developed resistance to neomycin at the 
increments of 5 g/mL, 7.5 g/mL, 15 g/mL, 20 g/mL, 25 g/mL, and 30 g/mL in a sequential order. The optical density 
measured at 600 nm reached 1.0 for each increment (Figure 1). As seen in Figure 4a, the zone of inhibition began to disappear 
as the antibiotic concentration increased. This continued until the Pseudomonas was resistant to neomycin at 30 g/mL in which 
there was no longer a zone of inhibition (Figure 4a). This shows that the earlier transfers of the bacterial strain were still 
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susceptible to the high dose of neomycin since it only gained resistance at a low, sub-lethal dose. This resulted in a relatively large 
zone of inhibition (Figure 4a). As this sub-lethal dose that the strain could survive increased, the strain became less susceptible to 
the antibiotic on disc and, therefore, more resistant, as shown with a smaller inhibition zone (Figure 4a, Table 3). Eventually, 
this pushed the strain to gain resistance to neomycin at the initially susceptible neomycin concentration yielding bacterial strain 2.  
 
Next, strain 2 was mutated via culture to gain resistance to ciprofloxacin. Strain 2 developed resistance to ciprofloxacin at 
increments of 2.5 g/mL, 3.5 g/mL, 4.5 g/mL, and 5 g/mL. The optical density measured at 600 nm reached 1.0 for each 
increment (Figure 2). Figure 4b depicts this series of sequential exposures and shows that the strain was able to gain resistance 
due to the lack of a zone of inhibition, so it ultimately evolved into strain 3 in which it was resistant to both neomycin and 
ciprofloxacin. The measurements of each zone can be found in Table 3. 
 
Lastly, strain 3 underwent a series of sequential exposures until it acquired resistance to imipenem at an initially lethal 
concentration as well. The bacterial strain developed resistance to imipenem at the increments 1 g/mL, 3 g/mL, 5 g/mL, 7.5 
g/mL, and 10 g/mL. The optical density measured at 600 nm reached 1.0 for each increment (Figure 3). As the sub-lethal 
dose strain 3 was able to survive at was increased, the zone of inhibition induced by the imipenem disc was reduced, suggesting 
that the strain became less susceptible to the antibiotic disc and therefore more resistant to the drug (Figure 4c, Table 3). 
Eventually, the strain gained resistance to imipenem at the initially lethal imipenem concentration yielding strain 4. Evidence of 
the acquisition of imipenem resistance is shown by the lack of a zone of inhibition after the final transfer (Figure 4c). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Antibiotic susceptibility disc tests after each series of sequential exposures with each antibiotic. The red number in each pie square is indicative of the 
antibiotic concentration (𝜇𝜇g/mL) in which that strain of bacteria was exposed to and was able to grow. (a) Neomycin; original isolate used for initial inoculation. 
(b) Ciprofloxacin; neomycin resistant strain (30 𝜇𝜇g/mL) used for initial inoculation. The area labeled “0 𝜇𝜇g/mL" indicates that the strain was not exposed to 
ciprofloxacin, and a neomycin disc was used as a control. (c) Imipenem; neomycin (30 𝜇𝜇g/mL) and ciprofloxacin (5 𝜇𝜇g/mL) resistant strain used for initial 
inoculation. The area labeled “0 𝜇𝜇g/mL" indicates that the strain was not exposed to imipenem, and a ciprofloxacin disc was used as a control. 
 
 

[Antibiotic] 
Exposure 

Neomycin Ciprofloxacin Imipenem 
1 2 3 1 2 3 1 2 3 

0 20 20 19       
1       26 22 22 

2.5    13 14 11    
3       20 20 20 

3.5    11 0 11    
4.5    8 0 0    
5 20 20 19 0 0 0 15 14 15 

7.5 12 14 13    12 12 13 
10 12 13 12    11 9 10 
20 11 12 12       
25 0 0 0       
30 0 0 0       

Table 3. Zones of inhibition (mm) following antibiotic susceptibility disc tests after each series of sequential exposures with each antibiotic. Boxes shaded grey are 
not applicable to that antibiotic. Refer to Table 1 to compare to the standards. Bold values indicate resistance gained by the bacterial strain at the initially lethal 
dose for each drug. 
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In order to evaluate whether or not the Pseudomonas was able to maintain resistance to each drug, a multidrug susceptibility disc 
test was performed. Tryptic soy agar plates with 30 g/mL neomycin and 10 g/mL imipenem were made. The bacterial strain at 
each major point in the study was plated onto these antibiotic TSA plates, and a 5 g/mL ciprofloxacin disc was used. The results 
of this disc test are shown in Figure 5. This provides evidence that not only was the Pseudomonas able to gain resistance to each 
antibiotic, but it was able to maintain this resistance over time. Throughout these series of sequential exposures, there were a total 
of 15 passages of the bacterial strain to an increased antibiotic concentration. In the neomycin experiment set, there were six 
passages. In the ciprofloxacin experiment set, there were five passages. Lastly, in the imipenem experiment set, there were four 
passages.  
 
Taken together, the Pseudomonas isolate was forced to sequentially gain and maintain resistance by shaking with increasing 
concentrations of each antibiotic (Figure 5d). This acquisition of resistance was not unique to a particular drug class but rather 
included antibiotics from three different drug classes: a protein synthesis inhibitor (neomycin), a DNA synthesis inhibitor 
(ciprofloxacin), and a cell wall inhibitor (imipenem).  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Antibiotic susceptibility disc test (5 𝜇𝜇g/mL ciprofloxacin disc) on antibiotic TSA plate (neomycin 30 𝜇𝜇g/mL, imipenem 10 𝜇𝜇g/mL) shows that the 
original isolate successfully acquired MDR to neomycin, imipenem, and ciprofloxacin. (a) Triplicates with strain 1. (b) Triplicates with strain 2. (c) Triplicates with 
strain 3. (d) Triplicates with strain 4. 
 
Genome Sequencing 
After the bacterial strain successfully gained resistance to each antibiotic, the genomes of four strains were sequenced and 
analyzed for SNPs and other genomic changes. MAUVE was used to align genome assemblies for the original and evolved strains 
in this study. These strains included the original isolate (strain 1), the neomycin resistant strain (strain 2), the neomycin and 
ciprofloxacin-resistant strain (strain 3), and the neomycin, ciprofloxacin, and imipenem resistant strain (strain 4). While other 
SNPs were generated from the genome sequencing analysis, Table 4 represents SNPs deemed relevant in the study, including 
SNPs involving efflux transporters or drug targets of each antibiotic. No large scale insertions or deletions were identified. A total 
of 1066 mutations between the original isolate and the final MDR strain were found. It is worth noting that the annotation of the 
gene places an underscore followed by a number when multiple alleles of a gene are identified. This is based on 90% a.a. 
similarity, so these are predicted proteins similar to the gene listed. 
 

BP Position Strain Mutation AA Change Gene Protein Affected 
1 2 3 4 

25477  X X X G to T Leu 40 to Ile emrB EmrAB-TolC multidrug efflux transport system - 
membrane subunit 25506  X X X C to G Ser 30 to Thr 

10233  X X X C to G Ala 27 to Pro mdtC MdtABC-TolC multidrug efflux transport system - 
membrane subunit 10238  X X X C to A Arg 25 to Leu 

10279  X X X T to G Lys 11 to Asn 
10289  X X X C to A Gly 8 to Val 
39721   X X A to T Leu 55 to Gln gyrA DNA gyrase, subunit A 
99267   X X A to C Glu 469 to Asp gyrB DNA gyrase, subunit B 
36359   X X A to T Ter 562 to Tyr parC Topoisomerase IV subunit A 

42508    X 
C to G Ala 546 to Pro 

mdtC 
MdtABC-TolC multidrug efflux transport system - 

membrane subunit 

78781    X 
G to T Asp 617 to Glu 

mrdA 
Cell shape; peptidoglycan synthetase; penicillin-binding 

protein 2 
Table 4. Genome mapping reveals SNPs acquired and maintained in response to each antibiotic stressor. Strain 1 refers to the original isolate. Strain 2 refers to 
the neomycin resistant strain. Strain 3 refers to the neomycin and ciprofloxacin-resistant strain. Strain 4 refers to the neomycin, ciprofloxacin, and imipenem 
resistant strain. An "X" indicates that the strain has the corresponding mutation. Under the amino acid change column, "ter" refers to termination. 

 

1 1 1 1 

2 2 2 2 

3 3 3 3 
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While neomycin binds to the 30s subunit of the bacterial ribosome, thereby inhibiting protein synthesis, there were no mutations 
in the neomycin resistant strain that pertained to the 30s ribosomal subunit (Table 4). However, mutations were seen in the DNA 
coding for both the EmrAB-TolC multidrug efflux transport system and the MdtABC-TolC multidrug efflux transport system- 
both acquired mutations in the membrane subunit of these efflux transporters (Table 4). These transport systems are multi-
protein complexes that involve both the inner and outer membranes of gram-negative bacteria.14 The TolC portion of the system 
is embedded in the outer membrane and works in synergy with a variety of active transporters, including the EmrAB or MdtABC 
transmembrane proteins that lie in the inner membrane.14 TolC acts as a channel that transports molecules out of the periplasm 
that is pumped in by the active transporters EmrAB or MdtABC.14 TolC is capable of transporting a wide variety of molecules, 
including antibiotics, antibacterial peptides, bile salts, and toxins.14 Since TolC is already versatile; it is more likely that the selective 
pressure of neomycin resulted in mutations in the EmrAB and MdtABC domains of the efflux transporters. The acquisition of 
mutations in these genes suggests that the original isolate improved its ability to actively pump antibiotics out of its cell through 
mutations to these transporters. Active efflux is one of the most common mechanisms of antibiotic resistance, so this mechanism 
likely played a role in the acquisition of resistance to neomycin while undergoing neomycin as a selective pressure. 
 
The two missense mutations in the EmrAB-TolC transporter resulted in amino acid changes, but the mutations yielded 
structurally and chemically similar amino acids to the original protein. At the base pair position of 25477, leucine 40 was 
exchanged for isoleucine (Table 4). Both of these amino acids are hydrophobic but have subtle structural changes. Similarly, the 
other missense mutation in this protein complex was serine 30 to threonine (Table 4). Both of these amino acids are polar and 
slightly different in structure. 
 
Additionally, there were four missense mutations in the MdtABC-TolC multidrug efflux transport system. At the base pair 
position 10233, alanine 27 was changed to proline. At the base pair position 10238, arginine 25 was changed to leucine. At the 
base pair position 10279, lysine 11 was changed to asparagine. Lastly, at the base pair position 10289, glycine 8 was changed to 
valine. (Table 4) The effect of these mutations on protein structure is unclear, but due to the efflux transport system's function, 
they may have improved the abilities of the efflux transport system to pump neomycin out of the cell. 
 
After gaining resistance to neomycin through point mutations, the strain further mutated under the selective pressure of 
ciprofloxacin until it gained ciprofloxacin resistance. Strain 3 maintained the SNPs in the EmrAB-TolC multidrug efflux transport 
system and the MdtABC-TolC multidrug efflux transport system acquired by strain 2 under the neomycin selective pressure 
(Table 4). In addition to maintaining these mutations, the strain acquired SNPs in the genes encoding for DNA gyrase and 
topoisomerase IV. These are likely significant mutations since ciprofloxacin directly targets both of these enzymes in order to kill 
the bacterial cell. Ciprofloxacin is able to inhibit DNA replication through its inhibition of these proteins. 
 
Ciprofloxacin resistance in bacteria is attributed to an increase in efflux transporter expression and mutations of the enzymes 
DNA gyrase and topoisomerase IV that lower the drug's binding affinity to these enzymes.12 SNPs in both DNA gyrase and 
topoisomerase IV were found (Table 4). There was a mutation to the DNA gyrase subunit B in which glutamic acid 469 was 
changed to aspartic acid. This mutation has been found to be a key mutation in the lowering of the binding affinity of 
ciprofloxacin to DNA gyrase in other studies that have evaluated the acquisition of ciprofloxacin resistance in Pseudomonas 
aeruginosa .15 Additionally, leucine 55 was found to be mutated to glutamine in DNA gyrase subunit A (Table 4). The leucine 55 
mutation has not been identified as a relevant mutation in other resistant Pseudomonas species, so it may be a novel mutation that 
aids in lowering ciprofloxacin's binding affinity therefore contributing to the acquisition of ciprofloxacin resistance. There was 
also a mutation in the topoisomerase IV gene in which the termination sequence was mutated to tyrosine (Table 4). The 
topoisomerase IV mutation function is unknown but may affect the structure of the enzyme leading to lower ciprofloxacin 
binding affinity. 
 
Lastly, strain 3 gained imipenem resistance through the imipenem stressor. Upon acquisition of imipenem resistance by strain 3, 
strain 4 was developed. The previously identified mutations that were acquired under both neomycin and ciprofloxacin pressures 
were conserved in strain 4, so the bacteria were able to maintain these genetic changes (Table 4). The MdtABC-TolC multidrug 
efflux transport system was originally mutated in the mdtC_4 gene when the strain was exposed to neomycin (Table 4). After 
imipenem exposure, the strain retained these original mutations to the complex and gained another mutation to this complex, but 
in a different gene. A SNP was found in which alanine 546 was changed to proline in the mdtC_1 gene (Table 4). It is unknown 
what this exact mutation did to the protein and the transport system as a whole. However, an additional mutation to the 
MdtABC-TolC multidrug efflux transport system complex suggests that this efflux transporter plays a role in antibiotic resistance 
since the strain continued to mutate and maintain previous mutations to this efflux transporter as it adapted in response to the 
different antibiotic stressors. 
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The MDR strain also acquired a mutation at the 78781 base pair position in which aspartic acid 617 was changed to glutamic acid, 
which lies within the mrdA_1 gene (Table 4). This gene codes for penicillin-binding protein two, which plays a role in 
peptidoglycan biosynthesis. Imipenem's mechanism of action is to weaken the bacterial cell wall by binding penicillin-binding 
proteins to prevent peptidoglycan synthesis and weaken the cell wall.8 The mutation in the mrdA_1 gene has not been an 
identified mutation in other imipenem resistant Pseudomonas species. However, mutations in this gene have been found in other 
bacterial strains that are resistant to the cell wall inhibitor class of drugs.16  Due to the nature of the mrdA_1 gene mutation in that 
both amino acids have similar structures and chemical properties, it cannot be concluded that this mutation was a key change that 
resulted in the gaining of imipenem resistance. It is plausible that the mutation may affect imipenem's ability to bind penicillin-
binding protein two, leading to the resistance seen in strain 4. It is also possible that the combination of many mutations rather 
than the sole mrdA_1 gene mutation led to the resistance observed.  
 
Many previous studies have addressed and identified key mutations in the acquisition of MDR in Pseudomonas species. In 
comparison to previous studies, many of the identified mutations appear to be novel in this study. Previous studies have found 
the MexXY multidrug efflux pump system to be a commonly expressed efflux pump in Pseudomonas species as well as a commonly 
mutated efflux pump in other neomycin resistant Pseudomonas species.17 While no mutations to the MexXY multidrug efflux pump 
were found in this study, mutations to other efflux pumps were identified. In response to ciprofloxacin, previous studies have 
found a variety of mutations that contribute to the acquisition of ciprofloxacin resistance in other Pseudomonas species. The 
common mutations identified were mutations to the genes encoding the enzymes gyrase and topoisomerase IV. The mutation in 
the gyrB gene found in this study has been identified as a key mutation in the acquisition of resistance to ciprofloxacin in other 
Pseudomonas species by other studies.15 This result suggests the importance of the gene gryB in ciprofloxacin resistance. The other 
mutations to gyrase and topoisomerase IV enzymes that were identified by this study have not been previously identified, 
suggesting that the mutations may be novel. Lastly, in response to imipenem, previous studies have found mutations in the 
mrdA_1 gene. While there was a mutation identified in the mrdA_1 gene by this study, the mutation found was not a previously 
identified mutation suggesting another potential novel mutation.  
 
Antibiotics are widely used in both medical and agricultural industries. The overuse and abuse of these drugs have been linked to 
the emergence and persistence of antibiotic-resistant bacteria and the genes that facilitate such resistance. In this study, we 
evaluated an environmental microbe's ability to acquire resistance to multiple antibiotic drugs. Our data suggest that this 
environmental microbe could become resistant to not only one but four different types of antibiotic drugs under selective 
pressure. This phenomenon of acquiring resistance is not novel. However, this study highlights the importance of researching 
how resistance can be acquired in environmental rather than clinical microbes. As such microbes thrive in the environment, they 
also have the ability to pass their antibiotic-resistant genes to neighboring bacterial species through horizontal gene transfer. It is 
plausible to suggest that some of these environmental microbes are potential human pathogens and therefore, will be very difficult 
infections to treat with common antibiotic drugs. Antibiotic resistance is a worldwide public health crisis. Further studies must be 
conducted to determine the magnitude of selective pressure required for both clinical and environmental bacteria to acquire 
resistance and how pollution of antibiotic drugs in the environment can be mitigated. 
 
CONCLUSIONS 
The Pseudomonas isolate successfully gained and maintained resistance to neomycin, ciprofloxacin, and imipenem at initially lethal 
doses to the organism through a series of sequential exposures. These data provide evidence that the use of multiple antibiotics in 
local populations may contribute to MDR development. Through genome alignment and analysis, a variety of SNPs were 
identified between the original isolate and the MDR isolate. These SNPs suggest that efflux transporters and mutations in drug 
target proteins play vital roles in developing drug resistance. 
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ABSTRACT 
A microfluidic device was created and used to demonstrate that supported lipid bilayers can be deposited on clean glass slides and 
removed using high velocity buffer flow (1-4 m/s linear velocity). This was accomplished by forcing the flow through a 
microfluidic channel covering an annealed glass coverslip bearing a supported lipid bilayer (SLB). The removal of bilayer material 
was monitored via fluorescence microscopy, and two basic regimes were observed: at 1-2 m/s smaller areas were stripped, while 
at 3-4 m/s larger areas were stripped. SLB removal was verified by two means. First, lipid vesicles labeled with a different 
fluorescent dye were added to the device and filled in holes left by the removal of the original SLB, allowing stripping to be 
verified visually. Second, the solutions obtained from stripping were concentrated and the fluorescence in the concentrates was 
measured. The ability to strip SLB from glass provides a relatively gentle method of creating spatially inhomogeneous SLB, which 
could be a useful tool in the continued investigation of membrane properties and components. 
 
KEYWORDS 
Supported Lipid Bilayer; Membrane Vesicle; Microfluidic Device  

 
INTRODUCTION 
A supported lipid bilayer (SLB) consists of two leaflets of amphiphilic molecules, typically phospholipids, supported by a clean, 
flat substrate, often glass.1,2 SLBs retain many of the properties of biological lipid membranes such as those found in cells.3 
Molecules in a SLB retain their lateral fluidity, and the amphiphilic nature of SLBs causes molecules to assume configurations 
similar to those assumed in native cell membranes, thus they are of interest as native membrane mimics.4-7 Most SLBs are 
composed primarily of phospholipids, which have a hydrophilic head and a hydrophobic tail, but other, similarly structured lipids 
can also be used, and molecules like cholesterol can be added to modify the properties of the bilayer.8-11  
 
SLBs can be patterned on their substrates using a variety of methods. For example, barriers can be placed photolithographically or 
by other means to control SLB formation.12-16 Alternatively, patterns can be created after a bilayer is formed, for example by 
scratching to create a barrier, applying an electric field to induce movement of charged lipids or proteins, using DNA  or 
microbeads.17-23 Patterns in SLBs can also be created using polymer stencils, applied either before a bilayer is deposited or used 
after the bilayer has been deposited to lift off a section of bilayer.24,25 Such patterns can be used to facilitate the purification of 
membrane components. 
 
One of the principal uses for SLBs is as model cell membranes, particularly in the study of membrane proteins. Membrane 
proteins are integral to many cell functions including signaling, metabolism, and cell structure.26 Despite their importance, 
membrane proteins are challenging to work with due to their amphiphilic nature - most membrane proteins are only stable and 
active in a lipid bilayer.27-29 Despite these challenges, there are numerous examples of work that has been done with membrane 
proteins and peptides, including spectroscopy,30 crystal structure,31 and membrane organization.32 Several membrane protein 
methods have been developed that use supported lipid bilayers.32-36  
 
Among SLB techniques that show great promise with membrane proteins are those that involve separations. Several separation 
methods have been developed that rely on lipid and protein motion in electric fields, including line electrophoresis and 
electrophoretic-electroosmotic flow.37-40 In other separation methods bulk flow,41-42 lipid curvature,43 Brownian motion,44 or 
surface acoustic waves45 are used to sort membrane components. To allow work with membrane proteins, these techniques can 
be combined with molecular cushions, which minimize protein denaturation on the support surface.33, 34, 46-52  
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While these techniques show great promise, particularly in combination, they have limitations with certain proteins, particularly 
proteins that transport large molecules, as the space on the supported side of the bilayer is insufficient to allow for the transport 
of a large molecule. We introduce a method of removing SLB components in an effort to create vesicles of materials after, for 
example, they have been purified by SLB-based techniques. Other methods have been developed to remove SLB components, 
but they typically use detergents and thus would remove any proteins from the membrane environment.53 Another method 
growing in popularity uses a mixture of styrene and maleic acid, which is less denaturing for proteins.54,55 Our method involves 
high-speed buffer flow, as will be discussed below. 
 
MATERIALS AND PROCEDURES 
Lipid vesicle preparation 
Lipid vesicles were prepared using a modified version of the freeze-thaw extrusion method.56-57 Dried lipids were dissolved in 
chloroform and mixed in appropriate volumes to produce the desired lipid compositions (1% fluorophore labeled lipid in 1-
palmitoyl-2-oleoyl-glycero-3-phosphocholine (POPC), Avanti Polar Lipids, Alabaster, Alabama). The fluorophores used were 
fluorescein-labeled 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine (Fl-DOPE, Avanti Polar Lipids, Alabaster, Alabama) and 
Texas Red-labeled 1,2-dihexadecanoyl-sn-glycero-3-phosphoethanolamine (TR-DHPE, Biotium, Inc., Fremont, California). The 
chloroform was evaporated in a stream of air and then in a vacuum at 3 torr for at least 4 hours. The dried lipids were hydrated 
with a tris(hydroxymethyl)aminomethane (Tris, Fisher Scientific) buffer solution (0.1 M NaCl, 0.02 M Tris, pH 7.4) while being 
continuously but gently swirled. The vesicles were then extruded using a mini-extruder (Avanti Polar Lipids, Alabaster, Alabama) 
with a 100 nm pore track-etched membrane (Whatman, Maidstone, United Kingdom). The solution was forced through the filter 
ten times in each direction, for twenty total passes, and then stored at 4 °C until use. 
 
Glass Cleaning 
Glass coverslips (24 x 50 mm, Fischer) were cleaned by boiling in 7x detergent solution (MP Biomedical) at around 1:10 dilution 
with water for an hour, followed by rinsing with deionized water (18 MΩ) for several minutes. The slides were annealed at 530° C 
for several hours and then stored in a clean slide box until use.58-59 
 
Device Fabrication 
Microfluidic devices were fabricated individually in a multi-step process. A box was first constructed out of glass using superglue 
to bond pieces together. The bottom glass piece had two 8 x 8 mm 150 µm thick glass pieces glued near its center, about 10 mm 
apart. These were the “landing pads.” A second piece of glass, about 4 mm wide and 12 mm long, was placed between these two 
glass pieces (but not glued to them), held off the base by the landing pads. Enough polydimethylsiloxane (PDMS, Silgard 184, 
Dow Corning) to just cover the landing pads was then poured into the box, and the device was baked at 110 °C for 10 min. Metal 
wire was used to create a junction between the micro-scale portion of the device and the supply tubes – the wire was carefully 
placed such that it ended over the landing pads and extended to the outer edge of the box. Another ~2 mm layer of PDMS was 
then added to the device and hardened at 110 °C for 10 min. Pieces of 1 mm thick glass slides were then added to the device as 
internal stiffeners, and an additional ~3 mm layer of PDMS was added. Another two layers of stiffening glass in ~2 mm each of 
PDMS (four mm total) were baked in the device, and a final layer of PDMS was poured over the device until the device height 
was around 1.5 cm, at which point the device was baked overnight. The glass box was then removed, which also removed the 
landing pads. Two exacto knife blades were taped together and used to cut a straight channel connecting the two landing pads, as 
shown in Figure 1. 
 
Stripping Procedure 
A clean glass coverslip was clamped to the device with a 1 mm thick glass slide behind it for additional strength, and the device 
was soaked in DI water in a vacuum jar at 10 torr for at least 30 minutes to remove air from the device. The device was then 
loaded with 5 mM Tris (no NaCl, pH 7.5) buffer solution, following which it was loaded with 60 microliters of 1% TR-DHPE or 
1% Fl-DOPE lipid vesicles (in POPC and Tris). Following loading, the device was allowed to sit for at least 30 minutes to allow 
for the formation of a supported lipid bilayer (SLB). The device was then rinsed with 5 mM Tris buffer solution at a rate of 0.2 
m/s, for at least 10 minutes, in order to remove excess vesicles from the device. The flow rate was then increased to between 1.1 
and 4.2 m/s to strip material from the SLB. Stripping in the channel was monitored via fluorescence microscopy. 
 
Backfilling Procedure 
Following a successful stripping attempt, the device was loaded with 60 microliters of the fluorescent lipid not used initially (TR-
DHPE or Fl-DOPE) in POPC and allowed to sit for at least five minutes for backfilling to occur. The device was then rinsed 
with 5 mM Tris buffer at 0.5 mL/min to remove excess vesicles from the device, and backfilling was evaluated using fluorescence 
microscopy. 
 
 



American Journal of Undergraduate Research www.ajuronline.org

 Volume 17 | Issue 3 | December 2020  53

Figure 1. Device illustration. Panel A shows a labeled cutaway side view of the device. The bilayer is localized to the landing pads and the channel (attached to the 
removable glass coverslip). The access ports carry solution to and from the bilayer. There is a piece of glass coverslip at the bottom of the channel, and four 1 mm 
thick pieces of glass slides inside the device (only two are shown, the other two are between the two shown and are on either side of the access ports). B shows the 
entire device without a coverslip, and C and D show cutaway perspective views of the device with a coverslip. 
 
RESULTS 
The SLBs initially appeared smooth after rinsing as expected (Figure 2, 0 min). In Figure 2, the bright area is the fluorescently 
labeled lipid bilayer (labeled with 1% TR-DHPE in POPC). The areas that are initially dark are those areas of glass bonded to the 
PDMS device and that thus bear no lipids. After solution was flowed over the bilayer at a high speed, dark defects started to 
occur, often in a linear pattern (Figure 2, 5 min). These defects would commonly grow with time. To verify that the defects were 
not due to an elastic lateral compression of the lipids, the defects were observed both while buffer was flowing and then with no 
flow, and no change was observed. The defects (darker areas appearing in the light areas) are at least in part due to lipids being  
 

Figure 2. Stripping a SLB from a glass surface as seen by fluorescence microscopy. As can be seen, an initially smooth bilayer is removed from much of the 
central channel area over the course of 40 minutes at a flow rate of around 1.1 m/s. 
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stripped from the solid support and returned to the aqueous phase (referred to hereafter as eluent, in analogy to chromatography), 
presumably as micelles or vesicles.  
 
As the stripped area was observed to increase with time and the rate of stripping was observed to depend on the flow rate, the 
efficiency of various flow rates could be compared, as shown in Figure 3. As might be expected, while SLB stripping occurred at 
both slower and faster flow rates, the efficiency of the stripping differed. At low flow rates (1-2 m/s linear flow rate, or 3-4 
mL/min volumetric flow rate), the stripping happened more slowly (taking on average 40 minutes to strip the maximum area that 
could be stripped – additional time did not result in further bilayer stripping) but the efficiency in terms of volume of eluent used 
and thus bilayer material concentration in the eluent was maximized. On the other hand, at high flow rates (~4 m/s linear flow 
rate or 10 mL/min volumetric flow rate) the stripping was faster, although it used somewhat more eluent. Most of the initial runs 
were performed at low flow rates, while later runs were typically at higher flow rates. It should also be noted that higher flow rates 
subjected the device to significant stress and that device failure was more common at higher flow rates. We also tested solutions 
of different ionic strengths: from 1 M NaCl/0.01 M Tris to deionized water, and did not observe any appreciable effects on 
stripping time, area, or efficiency.  
 

Figure 3. Stripping efficiency as a function of flow rate. Stripping efficiency is illustrated as the average area stripped per volume of solution (in µm2/mL) and 
average area stripped per time (in µm2/min), both as a function of linear flow rate of buffer over the SLB (in m/s). As can be seen in the graphs, the stripping is 
slightly more efficient per volume (resulting in a higher concentration of stripped lipids) at lower flow rates but more time efficient at higher flow rates. Error bars 
are standard deviations. 
 
To verify that the observed darkening was indeed lipid loss to the eluent as opposed to lipid migration or another analogous 
process, several experiments were performed. First, additional lipids labeled with a different fluorophore were added after a 
stripping run was performed. If the lipids initially on the glass had been completely removed by the solution flow, the bare glass 
surface should induce bilayer reformation with the new vesicles. Thus stripping runs were performed on a 1% Fl-DOPE in 
POPC SLB and then 1% TR-DHPE in POPC vesicles were added to the stripped bilayer. This is illustrated in Figure 4. The 
bilayer initially is an even green (due to the Fl-DOPE). After the stripping, there are dark regions in the bilayer where the initial 
bilayer has been stripped away (Figure 4 B). After TR-DHPE labeled lipids are added, many of these dark areas are observed to 
fluoresce red, demonstrating that the TR-DHPE labeled lipids have formed a bilayer on the glass.  
 
This method of removing and backfilling lipids may be useful for more than just demonstrating that stripping has occurred. The 
commonly employed methods for patterning bilayers when two patches of contiguous bilayer are required to be different is either 
to put one bilayer down, scratch to remove part of the bilayer, and then backfill the scratched region with additional lipids37 or to 
use polymer blockers to prevent a region from being filled with lipids and then remove the blockers and fill the space with a 
second type of lipid.60 Using high speed buffer flow to remove SLB should be more gentle than scratching the surface37 and not 
potentially leave a residue like polymer blockers.60 Thus, it could be a more effective way to create an SLB with two 
compositionally distinct regions. We attempted to determine whether this would be the case by looking at fluorophore-labeled 
lipid diffusion from one region of the bilayer to the other, however our results were inconclusive – it appeared that some regions 
demonstrated diffusion, but not all. 
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Figure 4. Stripping and backfilling lipids. A shows the initial bilayer (before stripping takes place). B shows the bilayer after stripping has taken place but before 
lipids have been backfilled. C shows the bilayer after stripping and backfilling. The lipids present initially were Fl-DOPE labeled (shown green) and the bilayer was 
backfilled with TR-DHPE labeled (shown red). Notice that the TR-DHPE lipids are most concentrated where the Fl-DOPE lipids have been stripped. 
 

Figure 5. The fluorescence of the solution used to strip a bilayer from a solution compared to the fluorescence of a solution passed through the microfluidic 
device but with no fluorescent lipids present. A: the average fluorescence observed over 10 measurements for the stripped solution and the control solution. B: an 
image of the fluorescence observed with a fluorescence microscope of the stripped solution (left) a PDMS divider (center) and the control solution (right). C: 
observed fluorescence divided into time steps. The initial peak is due to unbound vesicles being rinsed away. 
 
To verify that the lipids that were being removed were not simply migrating to other places in the device, the eluent used to strip a 
run was collected (not including the initial rinse, which was discarded) and compared to solution run through the device with no 
bilayer at identical flow rates and times. For each solution, around 0.02 g of SDS was added to the solution as it was being 
collected to ensure any lipids remained in solution. While no fluorescence was observed in either solution initially (which was 
expected, as the fluorescent lipids were highly diluted), upon concentration by evaporation (from ~300 mL to 3 mL) the stripped 
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solution exhibited significantly greater fluorescence than the control solution (which was indistinguishable from noise, the 
difference was >99.9% confidence level as determined by a t-test). These results are shown in Figure 5.  
 
Finally, we feared that these results might be due to incomplete rinsing. To demonstrate that this was not the case, we collected 
the solution passed through the microfluidic device into aliquots of around 1.5 mL for rinsing and 30 mL for stripping. As before, 
around 0.02 g of SDS was added to each aliquot and then the aliquots were evaporated down to 1 mL and the fluorescence of 
each aliquot tested. The results are shown in Figure 5 C. As was expected, the fluorescence signal for the first two rinsing steps 
when lipids were used was much larger than any other signal (the first step fluorescence is so large that it is not shown, >2000 
units), as in this step excess lipids (lipids that did not stick to the glass slide) were being rinsed away. By the third and fourth 
rinsing aliquots, the fluorescence signal was essentially indistinguishable from the control (which was noise-limited). When the 
flow rate was increased to induce stripping, the fluorescence was observed to increase with additional peaks in the fluorescence 
that at least roughly correlated to observed stripping events. It should be noted that this stripping occurred at different times in 
each run and Figure 5 C shows the averaged results of three runs, thus none of the peaks shown are statistically different (as 
determined by a t-test, the greatest confidence level is at 70%) than the control as a given peak typically only occurred in one of 
the three runs. However, on an individual run the difference between a peak and the control was significant (>99% confidence 
level via t-test). 
 
DISCUSSION 
Others have previously obtained results suggesting that high velocity flow above a bilayer can cause changes to a bilayer,41,42 and 
that lipid material can be removed from a bilayer during the formation of the bilayer,59 but to our knowledge this is the first report 
of high velocity flow moving SLB material into the aqueous solution without the aid of detergents. While our experiments were 
performed exclusively with lipids, this raises the possibility that such experiments could also be performed with membrane 
proteins contained in an SLB. This would be particularly valuable as a step following an SLB-based protein separation step, such 
as EOF,40 particularly if the removed SLB material forms vesicles as it is stripped from the surface. In lipid-only experiments, we 
attempted to determine the size of material coming off the supported lipid bilayer to determine if vesicle-like material or micelle-
like material was being generated, but the material generated was too dilute to be detected in our particle sizer. 
 
In all experiments performed, it appeared that the stripping of materials from the support was not perfect – while significant 
sections of the stripped area have their lipids removed, small pockets of the original bilayer remain even in the stripped regions. In 
a set of stripping followed by backfilling experiments not shown, texas red-labeled lipid was stripped and the sections were 
backfilled with fluorescein (the reverse of the experiment shown in Figure 4). In this case, the stripping caused dark patches to 
appear, but when backfilling was attempted the increase in fluorescein fluorescence in the dark patch was relatively small. This is 
attributed to the FRET quenching of the fluorescein by remaining texas red-labeled lipid. This interpretation is also implied by the 
fact that only very rarely do the stripped regions get as dark as the lipid-free regions (e.g. in Figure 2, compare the stripped regions 
to the regions with no bilayer due to PDMS protection). 
 
CONCLUSIONS 
We have demonstrated material can be removed from a supported lipid bilayer by high-speed buffer flow over the bilayer. This 
was accomplished inside of a microfluidic device by flowing solution over the SLB at flow rates of from 1 to around 4 m/s linear 
flow rate. Stripping of material from the supported lipid bilayer was observed to take place at flow rates greater than 1 m/s and 
with all aqueous solutions tested. Stripping was demonstrated both by observing lipid loss from the bilayer using fluorescence 
microscopy and by monitoring fluorescence in the solution used to strip the material from the bilayer. Our results suggest that, if 
previously developed bilayer-based techniques were used to purify proteins in an SLB,38-45 the method we report in this paper 
could then be used to generate solution-phase purified proteins and lipids. This could be valuable for further biochemical work, 
and we are developing a device to attempt this. Alternatively, stripping SLBs using high speed buffer flow could be used to 
generate SLBs with compositionally distinct regions. 
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PRESS SUMMARY 
Cell membranes, the “bags” that hold our cells together, are composed of lipids and membrane proteins. Membranes are essential 
parts of cells, with many different processes occurring at or across them. Membranes are also difficult to study biochemically, as 
they have both water and oil soluble parts. Because of this, several methods to study membranes are being developed around the 
world. Many of them use supported lipid bilayers, flat sheets of membrane material sitting on a solid support such as glass. The 
authors have developed a method to study lipids in a supported lipid bilayer from the glass and put the material into solution. 
This is accomplished by flowing solution over the lipid sheet at high speeds. This could help with efforts to learn more about 
membranes, particularly membrane proteins, as it may allow supported lipid bilayers to be converted into more cell-like structures. 
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ABSTRACT 
The purpose of this study was to determine which incentives are most effective in motivating medical students to practice in rural 
areas of South Carolina, which can be informative for the medical practitioner rural recruitment process. Medical students 
attending the University of South Carolina School of Medicine located in Columbia, South Carolina were surveyed about 
demographic information, motivations for rural practice, and considerations for choosing a practice location (n=109). Chi-square 
tests and bivariate analyses were used to test for significant differences. A significant relationship was found between previous 
residence in a rural area and personal motivation to practice in a rural area (p<0.001). It was also found that 86.2% of students 
who had previously lived, worked, or served in rural areas had a personal motivation to practice medicine in a rural area, 
confirming previous research. Loan forgiveness options were the most appealing personal incentive for the students in this study, 
closely followed by guaranteed minimum incomes and tax incentives; financial incentives were more preferred than non-financial 
incentives like reduced on-call work and accelerated residencies. The results of this study can be utilized to craft future state-
supported incentive programs or to tailor current programs to more effectively recruit students to rural practice. 
 
KEY WORDS  
Rural; Recruitment; Healthcare Provider; Shortage; Incentive Programs; Medical Student; Southern United States; Loan 
Forgiveness 

 
INTRODUCTION 
More than one in every ten Americans lives in health professional shortage areas, with limited to access to healthcare and 
healthcare professionals.1  Healthcare professional shortage areas are predominantly located in rural areas because they have 
difficulties in recruiting and retaining enough healthcare providers.1 This shortage of physicians and healthcare providers creates 
healthcare access issues for rural residents.2  
 
Yet, rural areas are more likely to be health professional shortage areas, despite programs aiming to incentive clinical practice in 
rural areas.1 In an effort to overcome this healthcare provider shortage, numerous incentive programs have been established, both 
in the U.S. and internationally, in an attempt to attract new health professional graduates towards rural communities.1 In 2008, for 
example, there were 75 state-supported incentive programs operating around the United States that rewarded healthcare 
professionals for working in underserved areas.3  
 
Previous research found that two-thirds of general practitioners who had recently graduated would consider rural areas for their 
practices if an appropriate incentive scheme were available.4 The strongest incentive factors included guaranteed minimum 
income, loan forgiveness options, and family considerations.4 Financial and lifestyle accommodations have also been found to be 
critical in motivating students to choose rural over metropolitan practice sites.5 Finally, a rural background or connection has been 
related to high recruitment and retention rates of physicians.1  
 
There have been efforts to incentivize rural practice, but the evidence around their effectiveness is limited. Previous literature has 
found that loan forgiveness-based programs appear to support healthcare provider recruitment for rural practice.1 However, it is 
unclear how incentive schemes directly affect the rural workforce in a community.2 A 2000 report from the World Health 
Organization found that financial-based incentive programs have had very little influence on the geographic distribution of health 
professionals on an international level.2 Recruiters and students in previous literature considered lifestyle considerations to be 
more important than financial incentives.4 Therefore, it may be difficult for rural communities to overcome the obstacles they 
face in attracting doctors by using financial incentives alone.6  
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It is important to increase the number of providers in rural areas because rural areas generally have worse health outcomes. 8 This 
is especially true in the South.8 Rural areas rank poorly in numerous population health indicators such as health behaviors, 
mortality, morbidity, and maternal and child health measures.8 Particularly in the American South, rural residents face higher rates 
of poverty, adult smoking, physical inactivity, ischemic heart disease-related deaths, and births to adolescents.8 The heart disease 
mortality rate was highest in the rural South and 25% higher than the mortality rate of Southerners in suburban settings.9 
Residents of rural counties in the South also have higher infant mortality rates and higher blood pressure compared to residents 
of metropolitan and suburban counties.9 Provider coverage also varies, with rural physicians less likely to be specialists, and rural 
hospitals more likely to have a limited range of care for patients.10 These disparities make it more difficult to redress the health 
problems experienced in the rural South. 
 
South Carolina is a state with a relatively large rural population. 11 Many of the rural areas in South Carolina are also health 
professional shortage areas and have poorer health outcomes than urban areas of the state. 12 The need for better access to 
healthcare is especially great for those living in the rural areas of South Carolina. In this state, 29 out of 46 counties are considered 
nonmetropolitan areas and nearly 14% of the population resides in poverty.11 Nearly a quarter of South Carolinians reside in rural 
counties, but only 10% of South Carolina physicians have established their main practices in rural counties.12 South Carolina has a 
higher proportion of African-American residents and rural residents than national averages, but a lower proportion of residents 
with a bachelor’s degree or higher.11 These characteristics are also representative of many rural Southern states. 
Therefore, understanding which incentives may motivate current medical students in South Carolina to practice in rural areas is 
important for betting understanding how to solve the problem of rural provider shortages in South Carolina. Most rural practice 
incentive schemes are not formulated based on research regarding the target populations of the incentive programs. If a program 
can be tailored to which incentives are known to attract individuals currently studying medicine, it would likely have a much 
higher chance of success in recruiting more medical practitioners to practice in a rural setting. Therefore, the purpose of this study 
is to assess which incentives may be the strongest factors to motivate medical students to practice in rural areas of South Carolina. 
The study also seeks insight into intrinsic versus extrinsic motivations in medical students. 
 
METHODS AND PROCEDURES 
Participants  
The survey sample targeted all medical students attending the University of South Carolina School of Medicine located in 
Columbia, South Carolina. All students who had been enrolled as first-year, second-year, third-year, or fourth-year medical 
students at the time of survey dissemination were invited to participate. The total number of included responses in the sample was 
109 out of the population of 373 professional students enrolled at the School of Medicine. 
 
Instrument 
The same survey was administered to all participants through SurveyMonkey (January – March 2018) with the electronic link 
provided in the letter of invitation (Appendix A). The survey contained 16 questions divided into three sections: demographic 
information, motivations for rural practice, and considerations for choosing a practice location. Before a participant could begin, 
they were instructed to consider a rural area to be any area within South Carolina not considered inside the major metropolitan 
areas of Greenville, Columbia, and Charleston for the purposes of the research survey. 
 
The first section of the survey, demographic information, inquired about the participant’s gender, age, race/ethnicity, relationship 
status, and level of medical education. Age was categorized into the following groups: “17 or younger”, “18-20”, “21-29”, “30-
39”, “40-49”, “50-59”, and “60 or older”. Race/ethnicity included American Indian or Alaskan Native, Asian or Pacific Islander, 
Black or African American, Hispanic or Latino, White/Caucasian, and Other, with an option to not indicate race. Relationship 
status was categorized into the following groups: married; widowed; divorced; separated; single, but cohabiting with a significant 
other; and single, never married. Level of medical education was divided into four response categories: first-year, second-year, 
third-year, and fourth-year medical student. 
 
Additional survey questions were included to understand and examine the willingness of a medical student to work in a rural area 
after graduation. The first question asked about the total amount of money owed in student loans by the time of graduation, with 
five response categories: “<$50,000”, “$50,000 - $100,000”, “$100,000 - $150,000”, “$150,000 - $200,000”, and “>$200,000”. 
This question was asked as financial obligations may entice students to work for loan forgiveness.1 Another survey item asked the 
respondent if they had ever lived, worked, or served in a rural area. This item was important to include as rural exposure has 
previously been associated with willingness to work in a remote setting,13 and personal rural connections are associated with high 
recruitment and retention.1 Further survey items in this section inquired about a student’s interest in primary care and preferred 
medical specialties of the respondents, with response categories limited to internal medicine, obstetrics/gynecology, pediatrics, 
family medicine, and the option to specify other specialties.  
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The next section, motivations for rural practice, contained only two items. The first question asked if the respondent had any 
personal motivations to practice medicine in a rural area. If they answered yes, they were asked to specify their personal incentives 
for rural practice and then skipped the next item via skip logic built into the electronic survey. If the respondent indicated “no” or 
“unsure,” they proceeded to the second item in this section that asked if they would be interested in rural practice if sufficiently 
incentivized. Some individuals have intrinsic motivations that would lead them to practice in a remote area without compensation, 
such as a philanthropic nature.14 However, it may be unrealistic to expect physicians to practice in a rural setting without any 
financial incentives.5 

 
The final section, considerations for choosing a practice location, asked respondents to indicate which of the fourteen factors they 
deemed important when considering a practice location in two survey items. Items fall in the themes of community characteristics 
(income potential and types of recreational activities available), professional development (career advancement and experience 
opportunities), family influences (influence of spouse/partner and quality of education), and education-related considerations 
(financial aid and previous training).1 The list included factors such as community need, financial aid obligations, community size, 
a desire to return to hometown, and area-specific program participation. These factors were included in previous studies and were 
highly rated by health professionals inclined to practice in a rural area.1 The respondents were presented with these 14 factors in 
two survey items structured in identical formats asking of the practice location in a rural setting in one survey item and in a non-
rural setting in the second.  
 
The survey then asked the respondent to rate a list of structural incentives statements, such as access to a high-complexity 
regional hospital, on a five-point scale from “strongly disagree” to “strongly agree.”15 Items in this section included a question that 
was infrastructure-based, such as practicing in an accessible geographic area, as well as a question examining access to online 
information technology.13 The survey also asked the respondent to rate a list of financial incentives, such as loan forgiveness 
options, on the same five-point scale. This question allows respondents to directly compare monetary compensations and lifestyle 
considerations.  The last item of the section and the survey asked how much loan forgiveness the respondent would consider to 
be a reasonable incentive. The question has five response categories: “<$50,000”, “$50,000 - $100,000”, “$100,000 - $150,000”, 
“$150,000 - $200,000”, and “>$200,000”. A short conclusion section to the survey followed, thanking the respondent and 
providing a contact for further questions.  
 
Survey Administration 
The Institutional Review Board approved the study (Approval Number Pro00073259). All data collected was anonymous, and 
none of the responses submitted to the SurveyMonkey platform contained any identifying information. Participants were 
informed of the purpose and requirements of the study prior to accessing the survey, where they must agree to continue based on 
the information they are given about the study. Participants could withdraw participation at any time during the survey with no 
consequences. No compensation was provided to participants. 
A letter of invitation was disseminated to all medical students through the email of the Associate Dean for Medical Education and 
Academic Affairs at the University of South Carolina School of Medicine. Some students were also asked to participate in the 
survey and provided an electronic link to the survey in medical school classrooms with permission of the instructor. 
 
All survey responses were checked for inconsistent data, missing demographic data, and outliers. Missing or incomplete responses 
(n=2) were omitted from the data pool utilized for analysis.  
 
Analysis 
Descriptive statistics were calculated and chi-square tests were performed, using Excel. 
 
 
RESULTS 
The majority of the sample was male (52.3%), 21-29 years old (90.8%), white/Caucasian (86.2%), and had never married (61.4%; 
Table 1). The predominant group of survey participants was composed of second-year and third-year medical students. Most 
respondents owed at least $100,000 in student loans (67%) and had lived, worked, or served in a rural area (52.3%), and were 
interested in primary care (45.9%). Internal medicine was the medical specialty of most interest (16.5%). The majority of the 
students entered “Other” for the medical specialty of interest. Most respondents did not have personal motivations to practice in 
a rural area or were unsure (72.4%, Table 2). If sufficiently incentivized, the majority of respondents without intrinsic motivations 
would consider rural practice (Table 2). 
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Factor N=109 Percentage 
Gender   
Male 57 52.3% 
Female 49 45.0% 
Age   
18-20 1 0.92% 
21-29 99 90.8% 
30-39 7 6.4% 
Ethnicity   
White/Caucasian 94 86.2% 
Asian or Pacific Islander 7 6.4% 
Black/African American 3 2.7% 
Other 3 2.7% 
Relationship Status   
Single, never married 67 61.4% 
Single, but cohabiting 21 19.3% 
Married 18 16.5% 
Separated 1 0.92% 
Medical Education Level   
First-year 24 22.0% 
Second-year 30 27.5% 
Third-year 34 31.2% 
Fourth-year 20 18.3% 
Total Amount Owed in Student Loans by time of graduation   
<$50,000 11 10.1% 
$50,000 - $100,000 23 21.1% 
$100,000 - $150,000 27 24.8% 
$150,000 - $200,000 21 19.3% 
> $200,000 25 22.9% 
Lived, Worked, Served in Rural Area, by self-report   
Yes 57 52.3% 
No 51 46.8% 
Interest in Primary Care   
No 57 52.3% 
Yes 50 45.9% 
Medical Specialties of Interest   
Internal Medicine 18 16.5% 
Family Medicine 14 12.8% 
Pediatrics 10 9.2% 
Obstetrics/Gynecology 9 8.3% 
Other 56 51.4% 

Table 1. Demographic Information 
 

Personal 
Motivations for 
Rural Practice 

N Percentage If Sufficiently 
Incentivized… 

N Percentage 

No 43 39.4% No 8 10.1% 
Unsure 36 33.0% Unsure 26 32.9% 
Yes 30 27.5% Yes 45 57.0% 

Table 2. Motivations for Rural Practice & Incentive Interest (N=109) 
 
Out of the 14 factors listed, the primary factors for considering rural practice were income potential (76.1%), serving the health 
needs of the community (70.6%), regional and recreational activities available (67.9%), quality of education for child(ren) (66.1%), 
and proximity to extended family/relatives (61.5%, Table 3). Out of the 14 factors listed for considering a rural practice, 
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respondents considered location of previous clinical training/residency (13.8%) and participation in area-specific training program 
(12.8%) to be the least important factors (Table 3). Factors considered by students for not practicing in a rural location included 
the quality of education for child(ren) (79.8%), income potential (76.1%), regional and recreational activities available (76.1%), 
opportunity for career advancement (75.2%), and influence of spouse/partner (71.6%, Table 4). The lowest factors under 
consideration by survey respondents were previous clinical training/residency (26.6%) and return to hometown (18.3%).  
 

Factor N Percentage 
Income Potential 83  76.1% 
Serving the Health Needs of the Community 77 70.6% 
Influence of Spouse/Partner 66 60.6% 
Quality of Education for Child(ren) 72 66.1% 
Financial Aid Obligations 59 54.1% 
Multiculturalism 23 21.1% 
Proximity to Extended Family/Relatives 67 61.5% 
Proximity to Friends/Colleagues 52 47.7% 
Regional and Recreational Activities Available 72 67.9% 
Opportunity for Career Advancement 54 49.5% 
Opportunity for Professional Experiences 52 47.7% 
Desire to Return to Hometown 18 16.5% 
Participation in Area-Specific Training Program 14 12.8% 
Location of Previous Clinical Training/Residency 15 13.8% 

Table 3. Factors Important for Considering Rural Practice Sites (N=109) 
 

Factor N Percentage 
Income Potential 83 76.1% 
Serving the Health Needs of the Community 64 58.7% 
Influence of Spouse/Partner 78 71.6% 
Quality of Education for Child(ren) 87 79.8% 
Financial Aid Obligations 54 49.5% 
Multiculturalism 36 33.0% 
Proximity to Extended Family/Relatives 71 65.1% 
Proximity to Friends/Colleagues 68 62.4% 
Regional and Recreational Activities Available 83 76.1% 
Opportunity for Career Advancement 82 75.2% 
Opportunity for Professional Experiences 77 70.6% 
Desire to Return to Hometown 20 18.3% 
Participation in Area-Specific Training Program 38 34.9% 
Location of Previous Clinical Training/Residency 29 26.6% 

Table 4. Factors Important for Considering Nonrural Practice Sites (N=109) 
 
For the structural incentive questions, the majority of respondents agreed that adequate infrastructure at workplace (89.9%), 
accessible geographic area & transportation (89.0%), and contact with medical technology were the most important incentives to 
potentially recruit them to practice in rural areas (86.2%, Table 5). Access to online information technology was ranked least 
amongst structural incentive options (68.8%). Loan forgiveness options and guaranteed minimum incomes were the most 
appealing of the financial and personal incentives listed (91.8%, Table 6). Accelerated combined residencies were of least interest. 
The majority of the sample (79.8%) would require at least $100,000 of loans to be forgiven in order to consider loan forgiveness 
as a serious incentive option (Table 7).  
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Incentive Offered Strongly 
Disagree 

Somewhat 
Disagree 

Neither Agree 
Nor Disagree 

Somewhat 
Agree 

Strongly 
Agree 

No 
Response 

Access to High-
Complexity Regional 
Hospital 

2 (1.8%) 7 (6.4%) 13 (11.9%) 58 (53.2%) 28 (25.7%) 1 (0.9%) 

Free-Cost Drug 
Treatments 

1 (0.9%) 4 (3.7%) 28 (25.7%) 51 (46.8%) 24 (22.0%) 1 (0.9%) 

High Income & 
Adequate 
Accommodation 
Facilities 

0 (0.0%) 3 (2.8%) 28 (25.7%) 29 (26.6%) 67 (61.5%) 1 (0.9%) 

Contact with 
Medical Technology 

1 (0.9%) 3 (2.8%) 10 (9.2%) 43 (39.4%) 51 (46.8%) 1 (0.9%) 

Accessible 
Geographic Area & 
Transportation 

2 (1.8%) 4 (3.7%) 5 (4.6%) 48 (44.0%) 49 (45.0%) 1 (0.9%) 

Access to Online 
Information 
Technology 

4 (3.7%) 8 (7.3%) 21 (19.3%) 35 (32.1%) 40 (36.7%) 1 (0.9%) 

Adequate 
Infrastructure at 
Workplace 

1 (0.9%) 2 (1.8%) 6 (5.5%) 37 (33.9%) 61 (56.0%) 1 (0.9%) 

Table 5. Level of Agreement to Interest in Structural Incentives (N=109) 
 

Incentive Offered Strongly 
Disagree 

Somewhat 
Disagree 

Neither Agree 
Nor Disagree 

Somewhat 
Agree 

Strongly 
Agree 

No 
Response 

Loan Forgiveness 
Options 

1 (0.9%) 2 (1.8%) 5 (4.6%) 15 (13.8%) 85 (78.0%) 1 (0.9%) 

Guaranteed 
Minimum Income 

1 (0.9%) 2 (1.8%) 10 (9.2%) 29 (26.6%) 66 (60.6%) 1 (0.9%) 

Accelerated 
Combined 
Residencies 

3 (2.8%) 9 (8.3%) 30 (27.5%) 32 (29.4%) 34 (31.2%) 1 (0.9%) 

Tax Incentives 0 (0.0%) 2 (1.8%) 13 (11.9%) 40 (36.7%) 52 (47.7%) 1 (0.9%) 
Reduced On-Call 
Work 

1 (0.9%) 2 (1.8%) 18 (16.5%) 35 (32.1%) 52 (47.7%) 1 (0.9%) 

Table 6. Interest in Personal and Financial Incentives 
 

Amount Owed N Percentage 
<$50,000 7 6.4% 
$50,000 - $100,000 13 11.9% 
$100,000 - $150,000 29 26.6% 
$150,000 - $200,000 31 28.4% 
> $200,000 27 24.8% 

Table 7. Amount of Loan Forgiveness Required to Consider Loan Forgiveness as a Serious Incentive Option 
 
Finally, using bivariate analysis, a chi-square test was conducted to examine association between previous residence in a rural area 
and personal motivation to practice in a rural area. A statistically significant relationship was established between these variables 
(p<0.001). Among those students who had previously lived, worked, or served in rural areas (52.3% of the sample), 86.2% had a 
personal motivation to practice medicine in a rural area (not shown in tables).  
 
DISCUSSION 
This was the first study to examine which factors would most heavily motivate current medical students to practice in medically 
underserved and rural areas of South Carolina. The study was innovative in its approach of sampling medical students studying in 
South Carolina, which can be informative for the medical practitioner rural recruitment process in the Southern region of the 
United States.16 The results from this study can be utilized to craft future state-supported incentive programs or to tailor current 
programs to more effectively recruit students to rural practice. 
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Physicians are unlikely to consider rural practice without any incentives.5 This was true for this study, as the majority of students 
were not personally motivated to practice in a rural area or were unsure but would consider rural practice if sufficiently 
incentivized. Of respondents who had previously lived, worked, or served in rural areas, the overwhelming majority were 
personally motivated towards rural medical practice. These findings confirm previous research that rural exposure is related to 
high recruitment and retention rates of practitioners in rural areas1 and that rural backgrounds or connections are associated with 
willingness to work in a remote setting.13  
 
Loan forgiveness options, guaranteed minimum incomes, and tax incentives were the most appealing of the personal incentives 
listed and were preferred more than non-financial incentives like reduced on-call work and accelerated residencies. The literature 
supports this finding, as guaranteed minimum income and loan forgiveness options have been found to be strong incentives.4 
Loan forgiveness-based programs strongly support healthcare provider recruitment for rural practice,1 and loan forgiveness 
options were the most appealing personal incentive for the students in this study. 
 
Respondents considered participation in area-specific training program and location of previous clinical training/residency to be 
the least important factors for rural practice. Medical school students usually do not feel comfortable practicing medicine in rural 
communities without some prior rural medicine training or exposure.6  The location of many healthcare training programs in 
urban areas may contribute to the paucity of providers in rural areas, as medical school students may learn in an urban 
environment and may not feel comfortable practicing medicine in rural communities.6 Many medical training programs maintain 
that they prepare healthcare professionals to practice anywhere; however, rural practitioners carry a heavier workload, provide a 
more diverse array of services, and carry a higher level of responsibility as a clinician practicing in relative isolation.7 Rural 
healthcare providers also have fewer diagnostic and treatment resources available to treat patients.1 For these reasons, rural 
practice requires specialized training that an urban medical education system may not be able to properly provide. Restructuring 
of the medical education system to eliminate urban bias, such as by including training in rural areas, could result in practitioners 
who are more willing to practice in rural areas.6  
 
Open-ended questions about personal motivations for rural practice indicated students’ previous rural experiences and personal 
connections to rural areas of South Carolina. Others expressed intrinsic philanthropic motivations: “[rural practice is] relevant and 
gratifying work, addressing medically underserved populations should be at the forefront of industry efforts.” Some responses 
reflected financial motivations, such as better income opportunity or ability to pay off student loan debt. 
 
The primary factors unique to considering rural practice were serving the health needs of the community and proximity to 
extended family/relatives. These results are also supported by previous studies where lifestyle considerations were found to be 
more important than financial incentives for practicing in a rural area.4 Community need was also ranked as an important 
consideration for rural practice and is supported by previous findings.1  
 
There were limitations to this study. This research study provides insight for medical students in South Carolina but is not a 
representative sample of all medical students in the state. Our response rate (<30%) is also a limitation. To accurately research 
what South Carolina medical students prefer in rural practice incentives, all medical schools should be included in the survey 
population. A state-supported program should also be derived from such research to best address the needs of all medical 
students in the state. The study also focuses exclusively on medical students and how to incentivize them to practice in rural areas. 
It does not examine the best incentives for other healthcare professionals such as nurses or physician’s assistants, who are also 
targeted by rural incentive programs, and may not reflect their preferences for rural practice. 
 
Finally, this study utilized an online survey to gather responses from the medical student population.  
This method of data collection allowed for an increased number of respondents, but questions were left to respondents’ 
interpretation, which might introduce some bias.  
Additionally, respondents could have misinterpreted or misunderstood some questions while taking the survey. To build more 
upon the initial work of this research study, in-person interviews or focus groups should be conducted to follow up with 
respondents and confirm findings. 
 
CONCLUSIONS 
Through this study and the various studies conducted in different settings around the world, it is clear that there is no singular 
perfect solution to the problem of assessing how to recruit and retain physicians in rural communities. It is therefore imperative 
to assess the desires and preferences of populations targeted by incentive programs to determine which factors motivate them the 
most. Our study of 109 medical students attending the University of South Carolina School of Medicine adds unique information 
to this literature, indicating that an ideal rural practice incentive-based program for a medical school in South Carolina should be 
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financial-based, using loan forgiveness, guaranteed minimum incomes, and tax incentives. For loan forgiveness options, as per 
respondents in this study, at least $100,000 should be offered. In addition to financial-based incentives, clinic sites in areas with 
highest need should be well-supported to assure that practitioners have enough technology and resources to practice in relative 
isolation. 
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PRESS SUMMARY 
Individuals living in rural areas are more likely to have poorer health outcomes, but also have poor access to healthcare due to a 
shortage of providers in these locations. This is especially true for the rural areas of South Carolina and raises the question of how 
to attract providers to the rural Southern United States in a more efficient manner. The purpose of this study was to determine 
which incentives are most effective in motivating medical students to practice in rural areas of South Carolina. The results of this 
study can be utilized to create more effective rural incentive programs in the future or to tailor current programs to better recruit 
students to rural practice, especially in the Southern region of the United States. 
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APPENDIX A: Survey 
My name is __________ [identifying information removed for review] and I am a USC Honors College student who will be a 
medical student at the University of South Carolina School of Medicine next year. For my honors senior thesis, I am collecting 
data about what factors work best to motivate medical students to practice in rural areas of South Carolina. The following 
questions will focus on what would incentivize practicing in rural areas most for you. When thinking of a rural area, please think 
of any area within South Carolina not considered to be inside the major metropolitan areas of Greenville, Columbia, and 
Charleston.  
 
By proceeding to the next page, you agree to participate in the survey. The survey requires no identifying information from 
participants and is anonymous. You may withdraw participation at any time during the survey with no consequences. 
If you have already taken this survey before, PLEASE EXIT NOW.  
 

1. What is your gender?  
o Female 
o Male 

2. What is your age? 
o 17 or younger 
o 18-20 
o 21-29 
o 30-39 
o 40-49 
o 50-59 
o 60 or older 

3. What is your ethnicity? (Please select all that apply.) 
o American Indian or Alaskan Native 
o Asian or Pacific Islander 
o Black or African American 
o Hispanic or Latino 
o White/Caucasian 
o Other 
o Prefer not to answer 

4. Which of the following best describes your current relationship status? 
o Married 
o Widowed 
o Divorced 
o Separated 
o Single, but cohabiting with a significant other 
o Single, never married 

5. What level of medical education have you completed? 
o First-year medical student 
o Second-year medical student 
o Third-year medical student 
o Fourth-year medical student 

6. Roughly how much do you owe in student loans? 
o <$50,000 
o $50,000 - $100,000 
o $100,000 - $150,000 
o $150,000 - $200,000 
o >$200,000 

7. Have you ever lived, worked, or served in a rural area? 
o Yes 
o No 

8. Are you interested in practicing primary care? 
o Yes 
o No 
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9. Select which of the following medical specialties you are interested in: 
o Internal Medicine 
o Obstetrics/Gynecology 
o Pediatrics 
o Family Medicine 
o Other (please specify): ___________________ 

10. Do you have any personal motivations to practice medicine in a rural area? If yes, please specify: 
o No 
o Unsure 
o Yes (please specify):________________ 

If you answered YES to the previous question, go to question 12.  

If you answered NO or UNSURE to the previous question, go to question 11. 

11. If sufficiently incentivized, would you be interested in practicing in a rural area? 
o Yes 
o No 
o Unsure 

12. Please indicate which of the following items are important when considering a practice location in a rural setting: 
o Income potential 
o Serving the health needs of the community 
o Influence of spouse/partner 
o Quality of education for child(ren) 
o Financial aid obligations 
o Multiculturalism (presence of >1 culture in the community) 
o Proximity to extended family/relatives 
o Proximity to friends/colleagues 
o Regional and recreational activities available 
o Opportunity for career advancement 
o Opportunity for professional experiences 
o Desire to return to hometown 
o Participation in area-specific training program 
o Location of previous clinical training/residency 

13. Please indicate which of the following items are important when considering a practice location in a nonrural setting: 
o Income potential 
o Serving the health needs of the community 
o Influence of spouse/partner 
o Quality of education for child(ren) 
o Financial aid obligations 
o Multiculturalism (presence of >1 culture in the community) 
o Proximity to extended family/relatives 
o Proximity to friends/colleagues 
o Regional and recreational activities available 
o Opportunity for career advancement 
o Opportunity for professional experiences 
o Desire to return to hometown 
o Participation in area-specific training program 
o Location of previous clinical training/residency 

14.  Below is a list of structural incentives that could be used to incentivize physicians to practice in rural areas. Please rate 
from 1 (strongly disagree) to 5 (strongly agree) if you would or would not be motivated by each item. 
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15. Below is a list of personal incentives that could be used to incentivize physicians to practice in rural areas. Please rate 
from 1 (strongly disagree) to 5 (strongly agree) if you would or would not be motivated by each item. 

 
16. If loan forgiveness were an incentive option offered to you, how much of your loans would need to be forgiven?  

o <$50,000 
o $50,000 - $100,000 
o $100,000 - $150,000 
o $150,000 - $200,000 
o >$200,000 
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ABSTRACT 
The events of 9/11 drastically changed the state of the nation across many industry sectors, with the tourism industry among 
those most affected. Following that horrific day, the nation experienced heightened security measures and protocol, such that the 
travel industry and travelers would never look the same. People were fearful and anxious, and the tourism industry had to take 
quick, effective measures to evaluate the consumer response, set a marketing strategy, and promote within a changed national 
ethos and expectations. COVID-19 is a similar catastrophic, global, and long-term crisis that set our nation on a similarly drastic 
change in practice and protocol; fear and anxiety were higher than ever. COVID-19 and 9/11 are highly comparable in their 
market response. By comparing the two events and analyzing the consumer response and advertising messaging, specifically 
during the stay at home order, a theme and direction for messaging within the travel industry post-COVID-19 can be predicted 
based on the culture and spirit of The American Dream, confidence in safety, we are in this together, support local tourism, 
explore your city in a new way, and connect with those you missed. 
 
KEYWORDS 
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INTRODUCTION 
Comparing 9/11 to COVID-19 
External shocks, 9/11, and COVID-19 are comparable because they represent serious crises in consumer confidence over matters 
of safety and security across a broad spectrum of culture, economics, and travel. According to the official White House statement, 
"[on] March 11, 2020, the World Health Organization announced that the COVID-19 outbreak could be characterized as a 
pandemic, as the rates of infection continue to rise in many locations around the world and across the United States." Then, on 
March 13, President Donald Trump declared that the United States of America was in a National State of Emergency. After 9/11, 
President George W. Bush called a National State of Emergency due to terrorist attacks. These events led to an emergency 
declaration, which provides the legal justification for civil authority to enlist short term rules and requirements. However, this 
alone does not prove that these two events are comparable. 
 
Both 9/11 and COVID-19 caused emotional distress and a crisis. The definition of a crisis is “‘[a] serious incident affecting, for 
example, human safety, the environment or product or corporate reputation — and which has either received or been threatened 
by adverse publicity’”.1 9/11 was a direct threat to the safety of the United States. The attacks on 9/11 were received as a warning 
and caused a great turning point in the state of our nation, leading to fear and increased travel security. People were fearful for our 
country, for their lives, their families' lives, and fearful of flying. COVID-19 is a crisis too, first, the public health of our nation 
and the world. More than that, it is a crisis to the environment and to corporate reputation. Due to the economic crash, the 
second quarter was the worst of any quarter since recorded numbers with a Gross Domestic Product contraction at an annualized 
rate,2 there are many unknowns among the environmental and corporate worlds. People are once again fearful for their lives, their 
families' lives, and fearful of flying. 

 
Bradley Johnson compiled a list of statements from an article written in 2001 after 9/11 regarding the government and public 
response to the crisis,3 and there are strong COVID-19 parallels: 

 
9/11 Response COVID-19 Parallel 
"There is one word for ad spending: uncertain." 3 Advertising, while still being pushed during the stay at home 

order, had changed drastically. Companies were releasing 
homemade ads, featuring employees filming themselves at 
home. There is an unknown end to this pandemic, and firms 
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do not know when to expect to increase their marketing and 
advertising again. Microsoft Teams released a commercial 
featuring their employees around the world, filmed from 
home, speaking on how Microsoft Teams allowed them to 
continue working.4 

"The terrorism attack also led to cancellations of sporting 
events." 3 

During the initial wave of the COVID-19 pandemic, the 
NBA season was canceled, and the Summer Olympics 2020 in 
Tokyo was postponed to 2021. 

“The commissioner of baseball canceled all Major League 
games. The Emmy Awards were postponed. Broadway shows 
were shuttered”. 3 

Many of the MLB games have been canceled, including spring 
games and training.5 NFL drafts were virtual.6 Many award 
shows were rescheduled, including the Pulitzer Prize, the 
Emmys, and the Tonys. Broadway shows were all shut down.7 

"Movie studios will make some marketing cutbacks in the 
short term as they postpone releasing some films with 
terrorist or violent content." 3 

We have yet to see fully how movie studios will change 
marketing due to the material and subject matter of a movie; 
however, many studios proceeded forward with online and 
streaming services for a virtual premiere of a film. For 
example, in early September, Disney Plus did a virtual 
premiere of the new live-action Mulan.8 

"The travel category faces dim near-term prospects given 
terrorism and economic woes." 3 

Travel was shut down except for specific cases, and borders 
across the world were closed.9 

"Dozens of conventions and trade shows were canceled this 
month due to the terrorist attacks in New York and 
Washington." 3 

The Las Vegas Trade Show was shut down, and many state 
fairs were canceled.10 Oktoberfest, in Germany, was canceled 
for 2020.11 The historic St. Patrick’s Day parade in Dublin, 
Ireland was canceled in 2020.12 

"Video conferencing [is rising] as some are not ready to fly." 3 Zoom, Webex, and other video conferencing media are in use 
every day across the globe. Apps for video conferencing hit a 
high download rate of 62 million one week in March, 2020.13 

Table 1. 9/11 and COVID-19 parallel cultural comparisons. 

 
METHODS AND PROCEDURES 
Regarding the current state of the economy and the world, this study examines how the COVID-19 pandemic will affect the 
travel industry and how the industry will promote, advertise, and ensure confidence in their consumers. To confidently predict 
what will happen, it is important to look to another time when the travel industry faced consumers fearing for their safety. 
Through peer reviews and case studies, research was drawn together on the 9/11 terrorist attacks and their advertising effects. 
 
 
RESULTS 
Company Approaches 
Crisis Strategies: A Comparison 
The attacks on 9/11 were a crisis. When dealing with a crisis, there are a few ways to identify the crisis and then decide how to 
proceed. Evans & Elphick from International Journal of Tourism Research,1 article “Models of crisis management: an evaluation of 
their value for strategic planning in the international travel industry” discuss these differences. 
 

Seymour and Moore Response Booth (1993) Response 

The 'Cobra' type of crisis is 
sudden, for example, a 
disaster, which may come as a 
shock (e.g., September 11) 

Defensive response with 
reliance on the known and 
trusted 

Sudden threat or loss to the 
whole organization 

Defensive response with 
reliance on the known and 
trusted 

The 'Python' type of crisis 
gradually creeps upon a 
company, for example, 
caused by poor management 
or high costs. 

Bureaucratic response when 
the crisis is not recognized-
negotiated response when 
crisis recognized 

Periodic threat or loss to part 
or whole of the organization 
Gradual threat to part of the 
organization 

Negotiated response and 
recognition of the problem 
Bureaucratic response as the 
crisis is not recognized 

Table 2. Crisis Typologies and Responses.1 
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According to Table 2, 9/11 is a Cobra crisis because the terrorist attacks were sudden and surprising. People, businesses, and the 
government were unprepared. This is the biggest difference between 9/11 and COVID-19. COVID-19 is a Python crisis. The 
first known case of COVID-19 can be traced back to November 2019. It was declared a pandemic in the United States on March 
11, 2020. This shows the slow, gradual onset of the crisis. Because of this, there are monumental, long-term effects that perhaps 
the nation did not see as a result of 9/11. 
 

Model Approach Limitations 

Caplan’s (1970) crisis model Psychological perspective, whereby the 
focus is on how the individual copes 
with a crisis 

The model lacks precision and is 
descriptive. The most important 
criticism is that it is homeostatic 

Slatter’s (1984) crisis susceptibility 
model 

Economic approach to crises It suggests only the factors that are 
susceptible to a crisis in an organization. 
It is not a process, merely a model 
stating factors that may cause a crisis 

Arnold’s (1980) model of crisis  Sociological perspective and looks at 
how communities react to crisis 

Only focuses on the sociological view 
and centers on the individual in relation 
to a group. The way an individual views 
the crisis may be different to the 
organization 

Process model of crisis development 
(Booth, 1993) 

Aims to identify features that appear to 
be common in many crises 

Too general and simple - all crises are 
unique in terms of the particular causes 
and effects involved 

The crisis life cycle (Seymour and 
Moore, 2000) 

Looks at the obstacles to decision 
making during a crisis 

Too descriptive and general - although 
can be made to fit any organization 

Clarke and Varma (2004) Presents a model of risk management as 
a strategic process 

Difficult to put into operation 

Model of crisis management (Smith, 
1990; Smith and Sipika, 1993) 

A process from start to finish of a crisis May be too general and descriptive 

Table 3. Crisis Management Models, Approach, and Limitations.1 

 
Evans & Elphick then go on to explain crisis models that have been executed, as well as their approaches and limitations (see 
Table 3). Arguably, 9/11 followed Caplan's (1970) model: "Psychological perspective, whereby the focus is on how the individual 
copes with a crisis." Many aspects of the nation were affected after 9/11; arguably, the biggest effect was air travel and security 
changes. With TSA policies in place, the government was focused on how to calm people's nerves, fears, and anxieties about the 
safety of their country and their aircraft. 
 
At the time of this writing, the COVID-19 pandemic was still in the first wave regarding the travel industry. The same model will 
likely be applied. People were fearful of traveling out of their houses, let alone across the world. When the time comes that 
widespread travel is allowed, the travel industry will need to have a crisis model prepared. While the government will most likely 
place restrictions on travel and new policies, it is up to the travel industries and each firm to instill confidence and safety to the 
individual. Evans & Elphick outline the limitations of Caplan's crisis model, stating: "the model lacks precision and is descriptive. 
The most important criticism is that it is homeostatic." Once the world is fully running again, the travel industry must be quick on 
its feet to adjust to the consumer emotion. They cannot merely put policies in place, such as with 9/11; they must constantly be 
responding to the evolving consumer response. 
 
Company Process 
After 9/11, internal communication was a top priority. Argenti (2019) wrote an article for the Harvard Business Review in which he 
worked with managers to understand the crisis response, specifically to 9/11. He states initially: “What I discovered is that, in a 
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time of extreme crisis, internal communications take precedence. Before any other constructive action can take place—whether it 
is serving customers or reassuring investors—the morale of employees must be rebuilt".14 This firmly held true regarding the 
COVID-19 crisis. Internal communication was, and is, key. Hospitals sent out new policies and updates every few days to their 
employees. Before the stay-at-home order, employees were being informed of every change that was taking place. 
 
Argenti then continues to lay out a five-step process for a company facing post-crisis: 

 
Get on the scene. The most important thing after a crisis is to jump onto the scene immediately. This can mean press 
conferences or statements. It is important to stay visible to the customer. Concerning 9/11, there were many press 
conferences and speeches made all over the nation in the days following. "'When people heard us on the speakers, they 
listened. Your voice must sound calm, in control and, most important, earnest,' says Lewis, thinking back…' most of all, 
we wanted people to know we were all in the same boat'".14 
 
This concept remains true for COVID-19. Many companies and firms released statements on their positioning or 
availability of service due to the pandemic. Everyone heard from their bank, their doctor, the drug store, even retail 
stores. Companies that were still offering services kept extremely high visibility. Printing signs that read "OPEN FOR 
DELIVERY," among other postings. 
 
Choose your channels carefully. “Whether natural or man-made, disasters often disrupt normal flows of communication."14 
For 9/11, one of the internet companies crashed, and cell towers were down, which had a huge effect on lines of 
communication within New York. “[M]any of them realized that they needed to start thinking of the media as allies—in 
part because their failed communications systems left them no other choice”.14 
 
For COVID-19, digital and media communications were the only flows of communication. There were live streams daily 
from government officials and doctors. Churches were live streaming services. People were stuck in their homes, and 
they were bored. They were turning to digital communication for information, statements, and entertainment. Many 
companies decided to release and stream fun challenges, ads, or memes to keep the consumer's attention. 
 
Stay focused on the business. During 9/11, it proved effective to have people focus on work. People felt lost and unsure, and 
so having "an outlet for their desire to help, gets them back into a normal routine, fosters their pride in the company and 
what they do, and builds strong bonds between themselves and their customers, many of whom desperately need the 
company to keep their products and services flowing”.14 By having somewhere to place their energy, people felt not only 
productive, but also felt helpful and beneficial to the greater cause. 
 
In the first wave of COVID-19, many people were out of work or working from home. This has had a large effect on 
the economy, and it also has a huge effect on morale. Companies began to find creative ways for people to feel 
productive and beneficial. There were challenges to complete that raised awareness. Companies were selling specific new 
product lines with proceeds going to COVID-19 relief. Even celebrities were auctioning off events to raise donations. 
This brought aid to those in need, but it helped them stay focused on business and the greater good on the consumer 
side. 
 
Have a plan in place. Argenti urges strongly for the use of web-based communication and for contingency planning. Even 
with intranet servers down, there needed to be strong communication. "Although operations during a crisis should be 
decentralized, decision making should not be." Decision-making must continue to be strong and centralized amongst the 
chaos. 
 
COVID-19 has proved this idea many times over. All nonessential firms decentralized operations and offices, but the 
company's decision-making and forward motion needed to continue. This is why so many people could continue to 
work from home.  
 
Improvise but from a strong foundation. “CEO John Murphy says, 'If you have a strong culture, you can maintain focus. On 
9/11, we had a structure, a belief system, and a hierarchy all in place. That helped us to get through the crisis, and we 
have not skipped a beat since'".14 Because of the strong foundation, after 9/11, firms were able to move forward and 
show the consumer the future through the eyes of their belief system. 
 
During COVID-19, firms acted very quickly. For example, a medical device company, Stryker, was able to push out an 
emergency bed in 10 days from original conception to when the bed was in the hospitals. Many companies, specifically 
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insurance, travel, and cell, had advertising out that amplified their belief in bringing people closer together during this 
time. These industries believe in community power; during this time of social distancing, they released ads that created 
emotions of togetherness and familiarity. They told the consumer that "we want to bring you together virtually and keep 
you safe right now."  
 

Effect on the Travel Industry 
Being as the major vehicle in the terrorist attacks of 2001 were airplanes, the travel industry took a huge economic hit afterward. 
Right after the attacks, all commercial flights were grounded for three days. This “resulted in a 31.6 percent reduction in travel 
volume in September of 2001compared to that same month in 2000 and generated massive industry losses”.15 People were afraid 
to fly but were still willing to travel. Due to COVID-19, most commercial flights were canceled during the stay-at-home order, 
and we do not yet know the complete economic effect this will have. The biggest difference during COVID-19 is that people are 
afraid to travel, not just to fly. People are afraid to go anywhere, and this will cause major impacts on the lodge industry, tourism 
industry, restaurant industry, tour operators, and the airline industry. These all combine to create a broader impact on the travel 
industry. 
 
DISCUSSION 
Consumer Emotional Response 
The initial consumer response to 9/11 was intense. People were scared and shocked. People were confused by what had 
happened; it was sudden and unexpected. People were anxious and fearful of what the future, as well as the present, held. Many 
questions were unanswered. This, of course, led to people being fearful of flying. Even a year after the attacks, the consumer 
response was the same. "U.S. consumers are now more wary of foreign travel, with 39% saying they are less likely to travel 
abroad, according to Euro RSCG Worldwide's Mind and Mood Monitor. They regard 'home as a haven'”.16 The phrase "home as 
a haven" is very powerful. Consumers turned to the emotional pull of "we are American." There was great pride in how the 
country bound together and linked arms to be one nation, one home. This is not something that happens very often in the United 
States. There must be a strong enough emotional response. This nationalism and patriotism ran through homes, stores, and the 
government. As this wave was felt, "50% of people aged over 50 say they are now more likely to 'buy American'".16 
 
The initial consumer response to COVID-19 was a lot slower because the crisis was a Python crisis. The emotional response was 
annoyance that changed into fear and anxiety, fear for the world's unknown state and the nation for both the present and the 
future. The first response to airlines and travel was to buy as many good deals as possible; however, when the reality of the 
situation settled in, people were ready to travel but scared of the actual act and the consequences. “Home is haven” quite literally 
during stay-at-home state orders. While people may not have been emotionally content with this, they were fighting for everyone 
who could not stay home. There is a nationwide awareness that every individual's role is to play the part for the greater good and 
create a national haven and safe space. There is a rise in patriotism, a patriotism that is different from before; it is not Americans 
against terrorists but Americans against an untouchable disease. This is not to say it is better or worse, just that it feels different 
because every American has directly felt the effects of this pandemic. "America has long equated patriotism with the armed 
forces. However, you cannot shoot a virus. Those on the frontlines against coronavirus are not conscripts, mercenaries, or 
enlisted men; they are our doctors, nurses, pharmacists, teachers, caregivers, store clerks, utility workers, small-business owners, 
and employees. When all is said and done, perhaps we will recognize their sacrifice as true patriotism, saluting our doctors and 
nurses, genuflecting".17 

 
“Shop Local” has been a very important phrase in the media right now. This parallel to “buy American” is not lost. People want 
to support their neighbors, near and far. The fact that this is happening amid the pandemic only predicts that it will continue 
forward as life adjusts back to normal. When people feel safe enough to travel, they will travel for one reason to support 
communities and local businesses. People will want to experience culture and art through the "underdog." “Localism is likely to 
be a much stronger factor, particularly in the early stages of recovery. Not only will this assist with social reconnection, it is [sic] a 
more sustainable model that supports climate change adaption [sic]”.18 

Market Response 

Budget response. One of the biggest responses to 9/11 within the market was asking, "why do we spend money on advertising?" 
With the change in dynamics and media, there were big discussions about where and what advertising money was being spent: 

Budget Cuts. The increased reliance on public relations may be attributed to the need to reduce budgets for advertising 
and marketing, which traditionally use strategies and tactics that are more expensive than public relations, rather than 
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public relations' expertise regarding persuasive appeals and message structure. One major reason for the budget shift 
appears to be less bed tax revenue due to low hotel occupancy.19 

This question of advertising goes into evaluating where the most effective use of money will be to be able to draw people back 
into the market after a crisis. “‘We shifted our budget greatly to funnel more funds into advertising and public relations that would 
convince a “scared” public that travel is safe and appropriate’”.19 Advertising budgets have already shifted because of COVID-19 
while firms decide how consumers will respond.  

  
Figure 1. Advertising Spending Influenced by COVID-19 as of early March 202020 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. U.S. Ad Revenue Likely to Plummet Pre-epidemic vs. March 2020 21 

 
Geographical travel response. Another big market response to 9/11 was that everyone was driving and traveling closer to home. 
“According to a Travel Industry Association of America (TIA) report on changing travel patterns, three-fourths of its members 
are seeing an increase in closer-to-home travel and last-minute travel among their customers”.19  Everyone transitioned to close to 
home adventures. When it came to travel, people were concerned with the destination and the emotions related to it, and so they 
would sacrifice, no matter how far, in order to be in tune with those emotions. “[D]estination image should incorporate both 
cognitive (beliefs and knowledge about a travel destination’s attributes) and affective facets (emotion or feelings attached to the 
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destination)…destination image is a significant mediator between perceived travel risks and visit intention”.18 The important 
objective was to draw close together as a nation. The only way people were traveling was if the emotional pull outweighed the 
travel risk. 
 
We can predict that the same situation will happen with travel after COVID-19. Consumers that do travel will need a high 
emotional pull to that specific destination. Anyone who travels by plane, to be in tight quarters with strangers for hours, will need 
to have an even greater emotional drive to overthrow the fear. 

 
Travel Advertising and Messaging After Crisis 
Advertising Strategies After 9/11 
Promotional push instead of pull strategy. Because of emotions of fear, anxiety, and anger, it was very effective to use push marketing 
and advertising to push people into travel. “[W]hile pull factors refer to those that lead an individual to select one destination over 
another once the decision to travel has been made. Push factors are viewed as relating to the needs and wants of the traveler… 
Pull factors, on the other hand, have been characterized in terms of the features, attractions, or attributes of the destination 
itself… (p. 385)”.19 These push factors must be strong enough to once again overcome the travel fears. The advertiser needed to 
push the traveler past the psychological aftermath. Companies quickly ran campaigns, not only to get their message out 
immediately but also because "there [was] an unspoken awareness that another September 11—God forbid—could cause more 
lasting damage. There's a slight sense of urgency, of making hay while the sun shines".22 
 
For the tourist traveler. For the travel industry, they also needed to run push campaigns. The travel and tourism industry normally 
focuses on pull factors: drawing the consumer in with events and mass media. This is not effective during moments of high 
emotion, tension, or crisis. For the travel industry as a majority, most of them could successfully advertise to consumers if they 
could avoid airlines. "As a result, 87% of its member organizations have changed their marketing or promotion programs, with 
77% focusing their efforts on closer, drive-in markets during the last 12 months (Keefe, 2002a)".19 However, the airlines had to 
push even harder to try and compensate for the emotional toll. 
 
The travel industry needed to focus on the push or emotional effect of entertainment in each destination: 
 

‘People want to get back to what is real. I plan to not focus on entertainment as much as the way 
people feel while they are in Dickson County.’ Human interest and “feel good” stories also are being 
used by a major tourist attraction in the Southeast, and an attraction in the West reported that it is 
‘using more visual imagery–our animals, bright colors, happy people–to better relay [a] sense of fun 
and wonder.’19 
 

 For tourism in general, there needed to be a sense of normalcy and a heightened normalcy-fun. People needed a break and 
release from the emotional strains of the attacks: 
 

The key to activating local visitor economies will be to increase demand, but (even assuming this would work 
with the entire world competing for scarce tourism spend) intensive marketing to attract large numbers of 
visitors may overwhelm the limited resources and capacity of the remaining businesses. Instead, the initial focus 
should be on visitor segments that can function happily within the constrained environment, spending money 
in the grassroots businesses (cafes, shops, wineries) that underpin the tourism sector. Similarly, after the total 
closure of music venues (with many not expected to re-open if travel/social restrictions extend for several 
months), new venues for live music and entertainment will be needed, presenting opportunities for co-creation 
of cultural experiences in wineries, cafes, galleries and local pubs.18 
 

The travel industry also needed to focus on a destination's localism, such themes discussed earlier as in "the Dream American” 
and “home as in haven." The industry gave space for the consumer to see and support the local tourism, businesses, and 
economies of each destination. Furthermore, the advertising needed to create a sense of community. 
 
For the corporate traveler.  Messaging and strategy for the corporate traveler are slightly different; however, focusing on the corporate 
traveler may be what keeps a company from going under. In many cases, this travel is vital, and so the competition for that 
consumer is high. The corporate traveler will be pushed with promotions and deals, so a company must rise on time with a 
promise of improved safety and service. The importance is to figure out exactly what those improvements look like. "[T]he ability 
of the travel service provider to contribute to effective business outcomes and the safety of the traveler".21 
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Messaging After 9/11 
Through looking at the consumer's emotional response to 9/11, some of the main messaging has already become clear: home as in 
haven, buy American, and patriotism. 
American Dream. The first messaging is the American Dream and patriotism. Even restaurants were using this messaging to push 
consumers to go out to eat. “[T]he ‘I Love New York’ and other marketing campaigns’…‘We have several hundred events 
scheduled this year, everything from festivals to performing arts, stage plays, and the new film center in Pleasantville. We hope 
these will attract even more visitors this year’”.23 

 
G.M. advertising introduced us to this concept, as they were one of the first to carry this messaging. They drew on the American 
Dream and ended up breaking auto sale records in October 2001.19 "G.M. acted forcefully with a marketing campaign and 
financial incentives at the time when many marketers were tentative and uncertain".3 

 

Figure 3 GM Advertisement24 https://www.marketplace.org/2020/04/03/advertisers-are-
trying-adapt-covid19/ 

 

Confidence in safety. The next messaging was to instill confidence and inform the consumer about the changes and safety 
precautions in place-precautions that would push past the emotional trauma. Tampa International Airport was able to implement 
this with the American Dream. They ran a campaign with the slogan "'Keep Flying America' that was implemented to educate the 
public about changes in airline travel since 9/11 and to help relieve the fear of flying".25 
 
American Airlines, one of the airlines used in the attacks, ran two campaigns.25 The first campaign was a commercial that, over a 
minute, read "We are an airline. But it has become clear we are more. We are a way of life. The freedom to come and go, 
anywhere, anytime, with confidence and peace of mind. We are an airline that is proud to bear the name: American." They pushed 
forward with pride in their company and their nation. They also conveyed the importance of feeling confident and peaceful about 
your travel. 
 
We are in this together. The final messaging is that we are all in this together. American Airlines' second campaign consisted of three 
commercials with the slogan "The Great American Get-Together. Be a part of it," with discounts for in-country flights. Each 
video boasted its own theme, respectively: family, friends, and getaway. Each video talks about people that are "somewhere in 
America." The family video named different individuals and activities like a camera-shy mom and muddy backyards that will 
become football fields. The friends' video shows the breadth of a lifelong friendship from young children to old friends: "You 
knew you'd be back, you'd all be back together. Somewhere in America." The getaway video talks about how somewhere there is a 
lack of errands, homework, but time, memories, and journeys are bound to be brought together. "Somewhere in America…the 
best way to get together is simply to get away." 
 
United Airlines ran a campaign: We are United. Different employees talked about why they do what they do and how they are 
here for us. “We took a blow…but we are going to get up, and stand up, and press on.” 
 
Market Response and Advertising Already in Place for COVID-19 
Because COVID-19 is still currently a crisis worldwide as of November 2020, there must already be advertising in place. 
Reviewing this starts with the market response statistically, and then the messaging already in use. 
Statistics 
Focus and uses of media have shifted. Consumers were bored and at home with nothing to do. See Figure 4 to watch the rise of 
on-demand media as people searched for mindless ways to occupy their time. Figure 5 showcases how specifically the older 
population was filling their time with news channels. People were scared and over researching the virus and were hyper-aware of 
the news.  
 
Messaging 
Stay At Home. Main messaging circulates themes regarding the stay-at-home order. Companies were trying to stay visible in front 
of consumers. Big companies were taking the responsibility of pushing people into their homes. Through this, they were staying 
at the front of the mind for the consumers. WhatsApp had a commercial that even celebrates the togetherness that is possible 
during social distancing: “In the Distance, Stay Close.” Coca Cola (Figure 6) encouraged people that by staying apart, they are 
uniting the human race. Nike had a similar play off of this theme by showing that staying inside unites humanity as one team or 
audience (Figure 7). Toyota had parallel messaging as the following Honda ad (Figure 8). Toyota had a South Africa commercial 
running that shares how much they love to get people moving but being home has never felt so right: "We Look Forward to 
Everyone Being Back on the Road." McDonald's (Figure 9) does not have any direct underlying themes but encourages 
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separation by altering their logo. Finally, Spotify (Figure 10) encouraged social distancing by offering music to relieve the stress 
and loneliness of COVID-19. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4. Change in Google Advertising as a Result of COVID-1926 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Leading Cable News Networks as of February 2020 27 

 

Figure 6. Coke Ad28 https://www.campaignlive.com/article/coke-goes-big-covid-
social-distancing-times-square/1677909 

Figure 7. Nike Ad29 https://www.gartner.com/en/marketing/insights/daily-
insights/how-active-are-activewear-brands-in-the-fight-
against-covid-19 
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Figure 8. Honda Ad30 https://auto.hindustantimes.com/auto/news/stay-home-
honda-promotes-covid-19-awareness-with-this-homemade-
civic-commercial-41587186158063.html 

Figure 9. McDonald's Ad31 https://www.today.com/food/mcdonald-s-changes-golden-
arches-logo-amid-coronavirus-outbreak-t176653 

Figure 10. Spotify Ad32 https://techcrunch.com/2020/03/25/spotify-adds-
fundraising-features-and-a-covid-19-news-hub-to-address-the-
health-crisis/?guccounter=1 

 
We are in this together. The biggest messaging theme is we are in this together. Once again, we see the parallelism of bringing people 
together and patriotism rising to draw together our strength. Companies are pushing that they are here with the consumer. They 
are walking alongside them, and they will be there through every step. Through this, they show they will be there for the steps 
afterward. Ford led the way on this messaging with a commercial that named everyone affected, followed by a link for support 
from Ford. Then the screen read "Built for America." This is patriotism and huge togetherness. Jack Daniels had a commercial 
running that reads "Dear Humanity, Here's to social distancing, socially. Love, Jack." This, in so many words, is telling the 
consumer that Jack Daniels is here with them. Many other companies also chose to use this branding. Even the government has 
participated. The State of Ohio had a campaign running for #inthistogetherohio, where famous figures around the state share that 
they are here for everyone. 
 
Travel airlines have taken this concept even a step further. Not only do they show the consumer that we are in this together, but 
most of them are sharing their purpose behind the industry: you. American Airlines has extended its elite status program for an 
extra year because you are important. They have a commercial running with the campaign slogan, "You are why we fly." The 
video shows what American Airlines is doing to transport health professionals and medical supplies to keep you safe. Visually, it 
strongly parallels the campaign American Airlines from 9/11. Delta is running a campaign slogan "Our Promise: Your Safety 
Above All" and "Together as One." Delta is stating both messaging in their social media; they are also showing how they are 
transporting supplies. 
 
COVID-19 Post-Crisis Advertising Predictions 
Advertising Strategies 
The major advertising strategies after COVID-19, specifically within travel, will largely mirror those of 9/11. 
Promotion push instead of pull strategy. Although an unmeasurable bet, it is safe that emotions are higher right now than they have ever 
been as a collective nation. People are feeling all sorts of emotions in a combination that has not been felt before. There is fear for 
both the present and the future. There is fear over household finances. Greatest of all, there is fear and anxiety for the health and 
safety of oneself and one's families. Travel companies and destinations need to push the consumer and the traveler through their 
needs and wants. The advertiser needs to push the traveler past the psychological aftermath. 
For the tourist traveler. To push the tourist to a new destination, advertisers will focus on the feelings that come with entertainment 
and localism. People are bored and unsettled. The population has been living in a state of temporary normal, and they will “want 
to get back to what is real.”19 The entertainment, the carefreeness, and the fun of travel will immediately appeal to them. We can 
expect to see new events, festivals, and "coffee shop passports" popping up. They needed a sense of community. A community 
that "demonstrates that visitors would be welcome, and serve as a guide to enjoying the available tourism product in that 
locality."18 This “meet[s] the social connectivity imperative and help[s] to build demand for local services that will in turn support 
supply-side development.”18 

 
For the corporate traveler.  The corporate traveler advertising strategy will need to focus mainly on instilling confidence, safety, and 
customer satisfaction into the consumer. If they must travel, then each airline and hotel needs to differentiate themselves from the 
competition. Corporate travel will need to continue at some point, so it is up to each company's marketing teams to distinguish 
themselves. The corporate traveler will be looking for outstanding customer service and safety. They will also be looking to be 
persuaded of the need to travel over video conferencing. Advertising will have to showcase the distinct value to in-person 
business. 
 
Messaging 
Below are the six main advertisement messaging constructs that are predicted to come from COVID-19, specifically within the 
travel industry: 
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American Dream. Messaging of the American Dream will come from both destinations and from travel companies. This 
will come in multiple forms. There will be new festivals, concerts, events, and challenges that boast of patriotism and city 
pride. There will be ads, specifically in airlines, which push the need to keep supporting America and using American 
companies to travel. There will be messaging and feelings of community and togetherness because “we,” as America, got 
through it. 
 
Confidence in safety. For airlines specifically, there will be many campaigns run around the concept that they have instituted 
more safety procedures and precautions. This has already been initiated. As seen above, many companies are pushing 
safety as the top priority and featuring masks in every image and video. Airlines will need to overcome the consumer fear 
and show that they will take care of them and that they will make sure safety in travel is their number one priority. 
We are in this together. This one will also strongly mirror 9/11 ads. If American Airlines used the exact same wording in a 
new commercial: "You knew you would be back, you'd all be back together. Somewhere in America." Would anyone be 
surprised? Verbiage and emotions are the same. These companies want the consumer to know that they are here to help 
and make everything as smooth and easy as possible. However, they also want to show the consumer that their priority 
lies within the individual's emotions and well-being. 
 
Support local tourism. This has already become a theme among the nation during COVID-19 but will be vital to put into 
place regarding travel. People want to feel that they are welcome wherever; that they do not have to only stay in their 
space. The local community needs to be welcoming and to make people feel like their connectivity is desired. This will 
increase the demand for local businesses. People will want the chance to support local businesses and financially by 
experiencing their goods and services. 
 
Connect with those you missed. The biggest emotional pull that will override the travel fear will connect with the people you 
missed. Much like the campaign from American Airlines after 9/11, there will be ploys to connect with family, friends, 
and nature. There will be narratives about the time wasted and the need that you have to connect. There will be 
information about the human need for connection. 
 
Explore your city in a new way. Even though travel is normally thought of as adventure and abnormal, in contrast to the 
stay-at-home order, it will feel so exciting and desired that consumers will believe travel and freedom was always a part 
of what was real to them. The advertiser will need to push that emotion of fun enough so that the consumer can 
overcome the emotional fear of traveling and contracting COVID-19. For tourism in general, there needs to be a sense 
of normalcy and heightened normalcy or fun. People need a break and release from the emotional strains of the 
pandemic. There will be an increase in opportunity and demand. This is where tourism companies need to step in to 
create events, themes, and situations where the tourist can feel free and safe. 

 
Qualification 

COVID-19 is, in one sense, completely different from the attacks on 9/11. Economically the effects are already much larger: 

Recent pandemics had markedly different infection patterns compared to COVID-19. Hence financial losses 
were comparatively low. In 2008, the World Bank predicted that the global cost of a bird-flu pandemic would be 
3.1% of World GDP, which in 2019 was $88,081b – resulting in an estimated 2019 cost of $2,732b. COVID-19 
will generate a much more significant disruption than the World Bank’s 2008 prediction, with the World 
Economic Forum (in March 2020) estimating that the cost of COVID-19 in 2020 will be at least US$1t..1 

  
However, because of the state of crisis and emotional similarities, as a marketer, we can take 9/11 as a mere shadow of what will 
happen after COVID-19. 9/11 unified the United States, while in many ways, COVID-19 divided the nation. 
 
CONCLUSION 
The United States and the world have been through many crises over recent decades. There have been health pandemics, 
including SARS, H1N1, and Ebola outbreaks. There have been security crises like 9/11. In 2020, there was COVID-19. In these 
crises, the nation pulls together to support the American people and the American economy. For COVID-19, when life begins to 
emulate "normal," advertising will look a lot like it did after 9/11. There will be a push for consumers to reach over their 
emotional fears. There will be messaging to draw in consumers to the American dream, local tourism, see the world in new ways, 
and reconnect to their roots. 
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PRESS SUMMARY 
COVID-19 has severely changed the world and the global economic market. These changes are comparable to the effects of 
9/11; people are fearful, anxious, and the future is unknown. After 9/11 the tourism industry had to think quickly to reevaluate 
the consumer needs and market responses in order to push numbers back up. Because of the similar long-term crisis effects from 
COVID-19, we can compare the two events to run a predictive analysis on the market response and messaging that will arise in 
the travel industry. There will perhaps be a theme and direction for messaging within the travel industry post-COVID-19 based 
on the culture and spirit of The American Dream, confidence in safety, we’re in this together, support local tourism, explore your 
city in a new way, and connect with those you missed. 
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