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ABSTRACT  
There is a shortage of knowledge about how baseball cleat design may impact athletes. The purpose of this experiment was to 
determine if the height of the baseball cleat affected performance, perception of the cleat, and ankle range-of-motion. Thirteen 
subjects participated in the study, and each subject performed three drills (base-running, 5:10:5 "pro agility," and hitting) in both 
high-top and low-top baseball cleats. Performance time was measured for the first two drills.  Perception of comfort, heaviness, 
shoe climate (heat), stability, and traction were measured for all three drills using 10-cm visual analog scales (VAS). Ankle range-
of-motion (dorsiflexion, plantarflexion, eversion, and inversion) was measured using goniometry in both cleats, plus socks-only as 
baseline control. Shoe height did not significantly affect completion time in either the base-running drill (6.10.1 sec. in high-top 
vs. 6.10.1 sec. in low-top) or pro-agility drill (4.80.1 sec. in high-top vs. 4.60.1 sec. in low-top). There were significant 
differences in perception of heat (6.4 in high-top vs. 4.6 in low-top; p<.001), stability (6.9 in high-top vs. 5.1 in low-top; p=.001), 
and heaviness (6.0 in high-top vs. 4.1 in low-top; p<.001), but not in perception of comfort (6.12.0 in high-top vs. 6.61.5 in low 
top) or traction (7.32.0 in high-top vs. 7.41.5 in low-top). There were significant differences between high-top and low-top 
cleats in plantarflexion (42.5 in high-top vs. 47.5 in low-top; p=.033), eversion (7.9 in high-top vs. 11.3 in low-top; p=.003), 
and inversion (12.8 in high-top vs. 16.6 in low-top; p=.044), but not dorsiflexion (8.2 in high-top vs. 10.9). For baseball 
players concerned about excessive ankle movements during play, these results suggest that using a high-top baseball cleat might 
reduce ankle range-of-motion without impairing performance or feeling burdensome. 
 
KEYWORDS 
Baseball; Cleats; High-Top; Low-Top; Perception; Performance; Range-of-Motion; Shoes  
 
INTRODUCTION 
Athletic shoes play a pivotal role in the comfort, protection, and motion of the athlete’s ankle that can influence gross movement, 
performance, and potentially injury incidence.1 Athletic shoes are created specifically for the sport that is being played,2 the 
movements, and the amount of force applied to the foot during the sport.3 The height of the shoe is one of the main features that 
affect the athlete. Athletes participating in sports with more lateral movements tend to wear a high- or mid-top cleat, and athletes 
participating in sports with more linear movements will tend to wear a low-top cleat.2 In the context of this report, with high-top 
footwear the shoe collar (the upper rim of the shoe surrounding the ankle) completely covers the ankle malleoli ("ankle bones"), 
whereas with low-top footwear the shoe collar never comes up to the height of the ankle malleoli, and they remain exposed and 
with mid-top footwear the collar hits at the level of the malleoli. 
 
Past studies have explored the effects of shoe height and its association with range-of-motion (ROM), performance, and ankle 
injuries during movements associated with basketball,4–11 American football,12–15 and volleyball.16 The seven studies that examined 
ROM4,8–11,13,16 all noted that the high-top shoes (or mid-top shoes in the volleyball study) reduced ankle rotation, 
extension/flexion, and/or eversion/inversion compared to their respective low-top counterparts. Regarding performance, five of 
the six studies that examined performance8,9,11–13 showed that the high-top shoes did not affect performance compared to their 
respective low-top counterparts, whereas a sixth study6 reported that the high-top was associated with slower performance.  The 
potential effect of high-top shoes on ankle injuries is less clear. One relevant study7 associated high-top shoes with reduced 
injuries, two additional studies5,14 showed no association between shoe height and injury, and one last study15 associated high-top 
shoes with increased injuries. Confounding factors such as concurrent use of taping/spatting and/or bracing, different player 
positions and anthropometrics, undocumented player changes in footwear during a game or season, or unaccounted out-of-sport 
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physical activity patterns may explain why the injury results have been equivocal thus far.  Sports medicine experts acknowledge 
these confounding factors and believe the preponderance of evidence still supports using high-top footwear as an ankle injury 
prevention measure.17,18 
 
Less often studied is an athlete’s perception of their footwear (for example, whether they find the footwear comfortable or stable), 
which will not only affect their footwear choices but also their performance.19,20 Only one published study13 (using football cleats)  
has previously looked at the association between shoe height and athlete perception of their footwear and reported that subjects 
found high-top cleats to be less comfortable, heavier, and more stable than low-top cleats.  Since an athlete’s perception of 
footwear often impacts their footwear selection (either initially or during the course of repeated exposure) and lack of comfort is 
often a predisposing factor for subsequent injury,21 it is important to consider the relationship between shoe design elements and 
the overall perceptual experience of the user.17 
 
Compared to the research done in basketball and football, there is little comparable data on baseball cleats. Baseball requires 
different movements than basketball or football,22 so it is unclear whether results from those sports’ footwear translate to baseball 
footwear.  Only three published studies were found to have examined baseball cleat design in field contexts.  Two studies23,24 
looked at only turf and soil variation and involved mechanical apparatuses instead of athletes, so they cannot speak towards 
athlete-associated outcomes. The third study25 reported that differences in the number of forefoot studs across various low-top 
baseball cleats did not influence subjects’ performance or perception of the footwear.  None of the studies examined high-top 
baseball footwear; however, high-top baseball cleats may be an essential consideration in the context of baseball ankle injury 
prevention given that a recent review of collegiate baseball injuries from 1988-2004 showed 8% of all baseball injuries were ankle 
sprains.26 Information was not available as to what type of shoe the athletes were wearing, yet based on the literature reviewed 
previously, high-top cleats could conceivably reduce current ankle injury rates. 
 
The purpose of this experiment was to determine if the height of the baseball cleat affected a player’s performance, footwear 
perception, and ankle ROM by testing a high-top baseball cleat and a low-top baseball cleat from the same manufacturing series 
across identical baseball field drills. From previous research, it was hypothesized that: a) there would be no difference in 
performance outcomes between the two cleats; b) the high-top cleat would be perceived as heavier, less comfortable, more stable, 
and hotter than the low-top cleat (with no differences in perceived traction); and, c) the high-top cleat would reduce ankle ROM 
compared to the sock-only control and low-top cleat. 
 
METHODS AND PROCEDURES  
Subject Characteristics 
The procedures were approved by the Drake University Institutional Review Board (2012-13013) before the study was carried 
out, and each subject gave written consent prior to participation. The subjects were thirteen college-aged (18-22 years old) males 
who were recreationally active (engaged in 2.5 hours or more of moderate-vigorous weekly physical activity). The subjects were 
able to complete the drills safely in a men’s size 10, 11.5, or 13-baseball cleat. College baseball players were not chosen for the 
study to avoid a priori biases.  
 
Shoes 
Two metal-studded baseball cleats were tested (Figure 1): a low-top (Under Armour Spine Metal; 1232831-002 Prod. Mo. 
October 2012) and a high-top (Under Armour Spine Highlight ST Metal; 1236979-001 Prod. Mo. November 2012; both from 
Under Armor, Baltimore, MD). The dimensions of the size 11.5 models were as follows: the low-top model was 13 cm high at the 
heel and near the tongue, and dropped to 10.5 cm between those features (i.e., in the malleolar notch); the high-top model was 
20.5 cm tall at the front of the shoe and tapered to 17.5 cm by the heel, being tall enough to enclose the athletes' malleoli 
completely.  The size 10 and 13 cleats were ~1 cm shorter or taller (respectively) for each of those measurements.  Both cleats 
had an identical stud configuration on the outsole and were new at the start of the experiment, making shaft height the only 
difference in the two cleats. Each subject was given new mid-calf socks (95% polyester, 5% spandex; Body Glove International, 
Redondo Beach, CA) to wear during the experiment. Cleat presentation order was alternated.  
 
Procedure 
Anthropometrics were taken first, including height, weight, and body composition as determined by hand-to-foot bioelectrical 
impedance analysis [BIA] (BodyStat 1500; Cronkbourne, Douglas, Isle of Man, British Isles), followed by baseline measurements 
of ankle ROM (goniometry, including dorsiflexion, plantarflexion, eversion, and inversion) using a manual goniometer (HPMS 
Inc.; Windham, NH, USA), with subjects wearing socks but not shoes. The same experimenter performed all goniometry 
measurements throughout the entire study to ensure consistency across subjects.  
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Figure 1. Low-top (left) and high-top (right) cleats used in this study. 

 
Subjects were then given either the low-top or high-top cleat, and the goniometry was repeated in that cleat in a counterbalanced 
fashion, such that half of the subjects’ first trial was with the low-top cleat and the other half of the subjects’ first trial was with 
the high-top cleat. Each subject then completed a structured five-minute warm-up routine that emphasized dynamic stretching, 
including exercises such as the alternating high knee, raises while moving forward and alternating lunge with elbow touch to the 
knee while moving forward. 
 
Next, the subject performed three baseball field drills outdoors at Drake University’s Ron Buel softball field; these drills were 
chosen to engage the subjects with the cleats in different contexts. The first drill was a base-running drill. The subjects started at 
home plate and ran an all-out sprint around first base and through second base. Each subject was shown a standardized path to 
run the bases (banana loop turn at first base towards second instead of a square cut) so that all subjects used the same base-
running technique. Time was recorded using an electronic laser system (Brower Timing Systems LLC, Draper, UT, USA) when 
they crossed first base, and again when the subject ran through the second base. The second drill was a hitting drill and only 
tested perception. The subject was given ten baseballs to hit off a baseball tee into a net using a baseball bat. The third drill was a 
5-10-5 ("pro agility") running drill. This drill was performed on the grass just outside the field using three disc cones each spaced 5 
yards apart in a straight line. The subject started at the middle cone and was told to run to their right 5 yards, touch the cone, cut, 
and run back 10 yards to the leftmost cone, touch, cut, and then sprint through the original middle cone. Time was recorded 
manually. The subjects performed all three drills before switching into the second pair of cleats, and then the goniometry and 
three drills were repeated in the second cleat. Subjects performed all the drills for both cleats in a single session. 
 
After each drill, the subjects were asked to rate their perception of the cleat’s comfort, heaviness, foot climate (temperature), 
stability, and traction on separate 10-cm lines (visual analogue scales, VAS) with the left side of the line labeled as “The least 
(comfortable, heavy, hot, stable, traction) possible” and the right side of the line labeled as “The most (comfortable, heavy, hot, 
stable, traction) possible”. Subjects made a vertical mark along the continuum to indicate their perception. VAS is scored by 
measuring from the left anchor to their vertical mark. A difference of ~1 cm or higher in any comparison is typically considered 
functionally significant.20 
 
Statistics  
All statistics were computed in IBM SPSS Statistics 25. For goniometry, one-way ANOVA tests were run for each of the four 
measurements separately, where the footwear condition (socks only, low-top, or high-top) was the independent variable, and 
either dorsiflexion, plantarflexion, eversion, or inversion was the dependent variable. A p-value of 0.05 was considered 
statistically significant. If a significant main effect was found, post hoc tests were computed using the least significant difference 
(LSD). For performance outcomes, paired samples t-tests comparing low-top to high-top were used, with four separate tests 
being run: one for each of the three base-running times (home plate to first base, first base to second base, and total route time) 
and one for the time to complete the 5-10-5 drill. After correcting the -level for the multiple comparisons, p-values of 0.015 
were considered significant. For perceptual outcomes, paired samples t-tests comparing low-top to high-top were used, with five 
separate tests being run for each of the measured variables (comfort, heaviness, foot climate (temperature), stability, and traction). 
Each respective test included subject scores from all three exercises together. After correcting the -level for multiple 
comparisons, p-values of 0.01 were considered statistically significant. 
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RESULTS  
Thirteen subjects participated in the study with the following characteristics (mean  standard deviation): age = 19.5  1.8, height 
= 177.8  5.2 cm, weight = 79.2  12.1 kg, and body fat percentage = 14.9  4.5. Eight of the subjects wore a size 10 cleat, three 
of the subjects wore a size 11.5 cleat, and two subjects wore a size 13 cleat.  
 
Performance  
There were no significant differences found for performance between the two shoes during the two timed performance drills (all 
p≥0.047; Table 1).  
 

 Low-Top High-Top p-value 
Base-running Drill Home Plate to 1st Base 3.17  0.05 3.15  0.04 0.424 
 1st Base to 2nd Base  2.97  0.06 2.96  0.05 0.955 
 Total (Home Plate to 2nd Base)  6.14  0.10 6.11  0.08 0.628 
5-10-5 Drill  4.59  0.12 4.81  0.13 0.047 

Table 1. Time (in s) for the base-running and 5-10-5 drills.  There were no significant comparisons between shoes because the A-level was 0.0125 after correcting 
for multiple comparisons. 

Perception  
There were significant differences of footwear on perception for three of the five measures (heaviness, foot climate, and stability). 
Subjects perceived the high-top cleat as being significantly heavier (p<.001), hotter (p<.001), and more stable (p=.001) than the 
low-top cleat (Figure 2). There was no significant difference found for the perceived comfort or traction between the two cleats 
(both p≥0.235; Table 2).  

 

 

 
Figure 2.  Perception of (a) heaviness, (b) foot climate (heat), and (c) stability in the low-top cleat vs. the high-top cleat. Values are in cm and based off a 10-cm 
scale, with higher values indicating more of a given perception.  Asterisks mark significant differences between the high-top cleat and low-top cleat (all p≤0.001) 
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 Comfort Traction 
Low-Top 6.6  1.5 7.4  1.5 
High-Top 6.1  2.0 7.3  2.0 

Table 2.  Perception of comfort and traction in the low-top cleat vs. the high-top cleat.  Values are in cm and based off a 10-cm scale, with higher values 
indicating more of a given perception.  There were no significant comparisons between shoes for comfort or traction (both p≥0.235). 

 
 
Goniometry  
There were significant differences for all four ankle motions (dorsiflexion p=.037, plantarflexion p<.001, eversion p<.001, 
inversion p=.008). Post hoc tests were then used to examine possible pairwise differences among the three footwear conditions. 
Dorsiflexion was significantly higher in the sock-only condition compared to the high-top cleat (p=.012), but there were no 
significant differences between the sock-only condition and the low-top cleat, nor between the low-top cleat and the high-top 
cleat (both p≥0.092; Figure 3a). For plantarflexion, there were significant differences between all footwear comparisons such that 
plantarflexion was higher in the sock-only condition compared to the low-top cleat (p=.001) and the high-top cleat (p<.001), and 
greater in the low-top cleat compared to the high-top cleat (p=.033; Figure 3b). For eversion, there were significant differences 
between all footwear comparisons such that eversion was greater in the sock-only condition compared to the low-top cleat 
(p=.042) and the high-top cleat (p<.001), and greater in the low-top cleat compare to the high-top cleat (p=.003; Figure 3c). 
Inversion was significantly less in the high-top cleat compared to both the sock-only condition (p=.002) and low-top cleat 
(p=.044) but was not different between the sock-only condition and low-top cleat (p=0.249; Figure 3d). 
 
 

 

 
Figure 3. Range-of-motion (expressed as ) for (a) dorsiflexion, (b) plantarflexion, (c) eversion, and (d) inversion in the sock-only condition (baseline) and while 

wearing the low-top cleat and the high-top cleat.  Asterisks mark a significant difference between high-top and sock.  Daggers mark a significant difference 
between high-top and low-top. Double daggers indicate a significant difference between low-top and sock.  See preceding text for individual p-values for all 

possible comparisons. 
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DISCUSSION  
Performance  
Hypothesis A was that there would be no statistically significant performance differences when the baseball drills were performed 
in low-top compared to high-top baseball cleats. Results supported that hypothesis (Table 1). This is the first known study to 
investigate how baseball shoe height could impact performance in a baseball field setting. 
 
Previous studies on true high-tops and athletic performance have been limited to basketball and football. Both of the football 
studies12,13 (spaced forty years apart and involving football cleats of very different designs and materials respective to their time 
periods) tested low-top to high-top football cleats in football-specific field drills; both found insignificant differences in 
performance time, and concluded that the shaft height of the football cleat did not affect athlete performance. Likewise, three of 
four contemporary basketball shoe studies8,9,11 that utilized basketball-specific court drills found insignificant differences in 
performance time and reached a similar conclusion. A lone basketball study6 found that their high-top shoe model decreased 
obstacle course times and vertical jump height, but it is unclear why that particular experiment differed from the others.  Results 
from the present study were thus similar to the majority8,9,11–13 of those previous basketball and football studies in showing that 
high-top shoes did not appear to deleteriously affect performance. 
 
Some high-top athletic shoes have a consistent or mostly consistent collar height around the circumference of its shaft (such that 
the collar height is always above the height of the ankle malleoli, regardless of whether it is directly above the malleoli or 
elsewhere such as above the Achilles tendon). Whereas other high-top athletic shoes have a variable collar height (such that the 
collar is always higher around the malleoli,  but then noticeably dips around the Achilles tendon such that it is then at or below 
the height of the malleoli). Current high-top baseball and football cleats tend to be of the former variety, whereas current high-top 
basketball shoes are more often of the latter variety. Based on the pictures provided in the publications or historical context, the 
football and baseball cleats used in the aforementioned studies all had consistent collar height, whereas the basketball shoes used 
in the aforementioned studies all had variable collar height. The collective findings may suggest that consistent high collar height 
around the entire circumference of the ankle does not harm performance (i.e., there may be no practical benefit of having a lower 
collar height at the Achilles tendon, or stated another way, the additional material around the Achilles tendon may not impede its 
movement). However, it should be noted that field and court surfaces present very different conditions for athletic performance, 
so a direct comparison between the two surfaces would be necessary to investigate that possibility. 
 
Perception 
Hypothesis B was that the high-top cleat would be perceived to be less comfortable, hotter, more stable, and heavier than the 
low-top cleat (with no differences in perceived traction). The data for heaviness, foot climate, and stability (Figure 2) were 
consistent with the hypothesis; however, the data for perceived comfort (Table 2) opposed our hypothesis because subjects 
reported no perceived differences between the high-top and low-top baseball cleats. As mentioned previously in "Methods and 
Procedures," other research teams have established that a difference of ~1 cm or greater indicates a functionally relevant 
difference between two perceptual scores. Figure 2 shows that the threshold was exceeded for all three statistically significant 
comparisons. 
 
The lone previously published study13 to look at shoe height and athlete footwear perception was in the context of football cleats 
and football-specific field drills, and it is the only point of comparison for the present perceptual data.  The previous study 
reported that subjects perceived the high-top cleat to be less comfortable, heavier, and more stable than the low-top cleat (it did 
not assess foot climate or traction); thus, results are mostly consistent between the previous and present studies. One important 
difference between the football cleat used in the previous study and the baseball cleat used in the present study is the material that 
made up the shoe shaft—the football cleat had very thick padding throughout its circumference, whereas the baseball cleat had 
thinner fabric-like material. Since football is a contact sport and most high-top football cleats are used by linemen, the additional 
padding serves a protective function.  Differences in the shoe shaft composition may explain why there were differences in 
comfort perception between the two studies; however, more studies will be needed to investigate that possibility. 
 
Range-of-motion  
Hypothesis C was that the high-top baseball cleat would significantly reduce the ankle ROM compared to the sock control and 
low-top cleat.  The first part of this hypothesis concerned the high-top cleat vs. sock-only control, and in those comparisons, 
results indicated the high-top cleat significantly reduced all four motions (dorsiflexion, plantarflexion, eversion, and inversion) 
compared to the sock control (Figure 3). The second part of this hypothesis concerned the high-top cleat vs. the low-top cleat. 
Plantarflexion, inversion, and eversion were reduced in the high-top cleat compared to the low-top cleat (Figures 3b, 3c, and 3d), 
but there were no differences in dorsiflexion between the two cleat models (Figure 3a). Overall, these results support the 
hypothesis that the high-top cleat significantly reduced ankle ROM.  
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Sport-associated ankle sprains are typically caused by excessive inversion (as opposed to eversion) movements.27–29 If high-top 
athletic footwear is to reduce ankle sprain injury rates in athletes, then such footwear should limit inversion. Both the present 
study (Figure 3) and all of the previously mentioned basketball and football shoe studies that measured inversion4,9,10,13 found the 
high-top shoe reduced inversion compared to the low-top shoe.  Given that these studies collectively utilized a variety of 
techniques across a variety of sport-specific shoe models and athletes, and all yielded the same conclusion, high-top athletic 
footwear is likely efficacious in reducing inversion. 
 
Interpreting the dorsiflexion/plantarflexion results requires more nuance. Inversion sprains typically occur when the foot is 
simultaneously in a forced plantarflexed condition.29 Poor dorsiflexion strength and/or low dorsiflexion ROM (e.g., as would be 
needed to oppose a force plantarflexed position) has been associated with higher inversion sprains in some prospective studies of 
college-aged athletes30,31 but not in others.32,33 In the present study, the high-top cleat limited plantarflexion (but not dorsiflexion) 
compared to the low-top cleat (Figure 3). If one errs on the side of caution and assumes excessive plantarflexion and/or 
dorsiflexion deficiencies may contribute to the occurrence or severity of inversion ankle sprains, then it is beneficial for high-tops 
to limit plantarflexion but not dorsiflexion. Two of the previously mentioned high-top studies also looked at 
dorsiflexion/plantarflexion movements. The one basketball study that did so11 found that the high-top shoe significantly reduced 
plantarflexion and had various effects on dorsiflexion compared to the low-top shoe, whereas the one football study that did so13 
found that the high-top shoe reduced dorsiflexion (but not plantarflexion) compared to the low-top shoe. Since there is only one 
study each from baseball, basketball, and football to compare and their collective results appear equivocal, it is likely premature to 
form any conclusions about high-top athletic footwear generally in terms of this motion or whether high-top cleats might be 
protective in terms of baseball athletes recovering from ankle injuries.  
 
Limitations 
Several limitations exist in this study. First, recreationally active students were used instead of baseball athletes to avoid any biases 
that baseball athletes may have towards one cleat type or another, which could have influenced study outcomes (based on their 
past playing experiences); thus, subjects in the present study may not have run the drills with the same amount of speed and force 
generated by a baseball player. Use of recreationally active individuals instead of competitive university athletes, whether to avoid 
a priori bias or for convenience sampling, is typical in footwear research. Of the twenty direct experimental or prospective studies 
cited in this publication4–16,19,20,25,30–33, eleven utilized recreationally active individuals (whether to avoid bias or as convenience 
sampling), eight utilized competitive university athletes, and one was indeterminate in regards to subject status.  Second, only one 
baseball cleat design was used in the present study. In baseball, there are many different cleat manufacturers, and within each, 
there are many different styles of cleats. Therefore, these findings will not likely apply to all styles of baseball cleats. Third, this 
field study did not have access to technology that could have improved precision, or allowed for measuring of joint angles (e.g., 
ankle, knee, hip) during the field drills. This data could show ankle ROM in real time during the specific drills, or how the shoe 
height affected the entire kinetic chain. Goniometry in this study was limited to voluntary movements while seated, and not actual 
game movements; further, the baseline goniometry was performed before warm-up to avoid subject attentional and physical 
fatigue (logistically allowing us to separate each round of goniometry by approximately 20 minutes). Fourth, this was an acute 
experiment that did not simulate a full game or practice experience, and results may be different if the athlete was tested 
throughout a season.  
 
CONCLUSIONS 
There were three significant findings with regards to the specific baseball cleat model used in this study: (1) the high-top baseball 
cleat did not negatively influence baseball drill performance compared to the low-top cleat; (2) the high-top baseball cleat is 
perceived as equally comfortable but more stable than the low-top baseball cleat; and (3) the high-top baseball cleat reduces 
eversion, inversion, and plantarflexion compared to the low-top cleat. Athletes or coaches considering high-top baseball cleats 
may be able to use this knowledge in selecting footwear, and the findings may allay concerns baseball athletes have about high-top 
cleats slowing their movements. This study is novel because it is the first to examine the role of baseball cleat shaft height in the 
context of athlete performance, footwear perception, or ankle ROM, and is only the second baseball footwear study directly 
involving athletes.  
 
In the future, it could be beneficial to repeat this study with college baseball players or different models/brands of baseball cleats 
or to perform a longitudinal study looking at the effects of the cleats over several practices or games. Baseball athletes concerned 
about ankle stability frequently use other external ankle support devices such as braces or taping instead of or in addition to high-
top footwear, so future studies could also look at the effects of those items combined or separately to see if there are advantages 
of one method versus another or potential additive effects. Studying other design features of the cleat like its material, stud 
configuration, mass, and sole properties may provide additional insights into optimal baseball footwear design. 
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PRESS SUMMARY 
Thirteen recreationally active males completed a series of drills in high-top and low-top baseball cleats and performance 
outcomes, ankle range-of-motion (ROM), and athlete perception were all recorded. Shoe height had no impact on performance; 
however, the high-top cleat limited ankle ROM and was perceived as heavier, stable, and hotter. The results suggest that high-top 
baseball cleats may be a viable solution for players concerned about ankle stability, without negatively impacting performance. 
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ABSTRACT 
The presence of primordial germ cells (PGCs) is crucial for proper gonad formation in zebrafish (Danio rerio). The many aspects 
of PGC migration that allow these cells to reach the proper location at the gonadal ridge include receptors, ligands, germ plasm 
components, and internal maintenance of PGCs. Any one of these factors could be affected by endocrine-disrupting chemicals 
(EDCs), which have been shown to alter the directed migration of these cells during early embryonic development. Based on 
recent research wherein the EDC bisphenol A (BPA) inhibited normal PGC migration, we have used the same dose of BPA to 
determine the impact of BPA on a gene central to proper germ cell migration. Zebrafish embryos were exposed to BPA, and the 
levels of the target gene nanos-1 were analyzed using quantitative real-time PCR (q-PCR). The target gene nanos-1 is a critically 
important germplasm component that allows for survival and proper migration of PGCs. The q-PCR results showed that BPA 
did not affect the transcription level of nanos-1 in zebrafish embryos. 
 
KEYWORDS 
Zebrafish; Zebrafish Embryos; nanos-1; Primordial Germ Cells; PGC Migration; Gonad Development; Endocrine-Disrupting 
Chemicals; Bisphenol A; Sex Determination 
 
INTRODUCTION 
Primordial germ cells (PGCs) are important for proper gonad development in both vertebrates and invertebrates and are well-
studied in common model organisms such as Drosophila, mice, zebrafish, and Xenopus.1,2 PGCs are originally located in the primary 
ectoderm and must migrate to the gonadal ridge, where they later differentiate into gametes. In humans, PGC migration occurs 
between embryonic weeks four and six.3 In mice, PGC migration begins on embryonic day eight, and the cells reach the gonadal 
ridge around embryonic day ten.4 In zebrafish, PGCs reach the gonadal ridge by 24 hours post fertilization (hpf) after using 
amoeboid movements to travel along the gonadal pathway to reach their final location at the gonadal ridge.1,5 However, when 
PGC migration is disrupted, the cells are unable to reach the gonad region, and improper gonad development occurs.6 Normal 
PGC migration requires several interrelated mechanisms. The first mechanism is attraction and repulsion of the cells via chemical 
cues from indicator cells, which bind to receptors on PGCs.7 Another mechanism that controls migration is the composition of 
germ plasm components dictated by maternal effect genes, which are active early in embryogenesis and allow for proper 
migration.8 Maternal effect genes are repressed when zygotic genes later become active.8,9 Both of these processes have been 
shown to play a crucial role in zebrafish PGC migration.1,9 

 
Zebrafish are an ideal model organism for the study of PGC migration because embryos are generated in large numbers, develop 
quickly, and are transparent during the first 24 hpf.6 In addition, much is known about the PGC migration pathway. As stated 
above, PGCs follow the gonadal pathway and are led by attractants and repellents. One well-studied chemoattractant is SDF-1a. 
This attractant is secreted by somatic cells and binds to the CXCR4b receptor on PGCs.1 Another receptor, CXCR7, controls the 
distribution of SDF-1a, which polarizes PGCs and directs their migration toward attractants.7 Along with these receptor and 
signal proteins that control migration, many germplasm genes also play important roles in proper migration. nanos-1 is a 
germplasm component that serves to promote PGC migration and also ensures the survival of these cells.10 Because of its 
essential role in the PGC migration pathway, nanos-1 is highly conserved across species and is initially a maternal effect gene.10 
This gene product is primarily present during PGC migration and again during PGC incorporation into the gonad during the first 
five days of development.10 In a 2001 study, when nanos-1 was knocked-down using a morpholino, PGCs did not develop 
normally and were unable to migrate to the gonadal ridge.10 Rather, when the concentration of the nanos-1 protein was decreased 
or diminished, PGCs migrated to the somites and head region instead, where they only survived for a couple of days.10 These 
results illustrate the importance of nanos-1 from both a migration and maintenance perspective of PGCs in a vertebrate model 
organism. 
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Although morpholinos are an important tool when studying the function of specific genes, they are not useful when looking at 
changes in gene expression caused by factors in the natural environment. Specifically, the effects of pollutants in the environment 
cannot directly be studied using morpholinos. Many pollutants are used as pesticides and herbicides and have adverse effects on 
non-target organisms, including zebrafish. Plasticizers are a type of pollutant, and collectively, these and other chemicals fall under 
the broad category of endocrine-disrupting chemicals (EDCs). EDCs may mimic hormones and have the ability to disrupt a 
variety of hormone-regulated processes.11 In a 2001 study, the EDCs endosulfan and nonylphenol were studied to evaluate their 
impact on PGC migration.11 The results of this study showed that when zebrafish embryos were exposed to endosulfan, there was 
a decreased number of PGCs and the PGCs that were present were redistributed in the embryo.11 Similar to endosulfan, 
nonylphenol exposure resulted in a redistribution effect, and both EDCs evaluated in this study had estrogenic effects.11 Another 
study evaluated the effects of deltamethrin—a pesticide that is used to kill parasites of fish but in high doses can cause metabolic 
disorders as it accumulates in fish tissues.6 The results showed that deltamethrin exposure causes PGCs to have structural 
deformities and slowed movement through the migration pathway.6 High dose exposure to deltamethrin caused PGCs to have 
significant morphological changes that eliminated migration.6 

 
Another relevant EDC is Bisphenol A (BPA), a common organic chemical found in resins and many plastics. BPA has been 
linked to many human diseases, such as breast cancer, diabetes, and various cardiovascular, chronic respiratory, kidney, and 
reproductive diseases.12 BPA is commonly found in the environment, especially in bodies of water due to its ubiquitous nature 
and common use by manufacturers.13 Similar to endosulfan and nonylphenol, BPA mimics estrogen and disrupts normal gonad 
formation.14 BPA is therefore considered an endocrine-disrupting chemical due to its strong estrogenic mimicry.14 A 2017 study 
found that exposure to concentrations of BPA as low as 0.001 μM during development can severely impact zebrafish 
reproductive health, based on analysis of morphological traits post-exposure.15  The amount of BPA in the environment varies 
widely among geographical regions.  With some areas near water waste treatment plants (WWTP) found to range from not 
detectable to 1.6 μM and other areas reporting maximums of 36.8 μM and 45.1 μM.16, 17, 18 Marine and coastal water was also 
measured and showed that concentrations of BPA ranged from 0.00017 μM to 0.00085 μM, and portable tap water was found to 
have a maximum BPA concentration of 5.7 μM.16 BPA tends to exhibit a nonmonotonic dose-response curve—meaning that 
there is a nonlinear relationship between effects and doses.19 This response pattern indicates that smaller, trace BPA 
concentrations in aquatic environments can still have adverse effects on aquatic organisms. 
 
In a 2013 study, zebrafish embryos were exposed to two doses of BPA, 17.5 µM and 35 µM, during the first 24 hours of 
development (note that these doses were initially reported in mg/L units but were converted here for consistency with other 
published work).5 In situ hybridization was used to screen for the vasa gene, a marker for PGCs, to determine how BPA affected 
PGC migration. The results illustrated that both doses of BPA cause PGCs to migrate to ectopic locations.5 Many of the PGCs 
were found anterior to the gonadal region.5 All four of the above EDCs affected PGCs in similar ways: each chemical prevented 
PGCs from reaching the gonadal ridge. Thus, through in situ hybridization and histological profiles, studies have shown that 
PGCs migrate improperly and have morphological changes in the presence of certain EDCs. However, the mechanism(s) that 
underlie these changes are still unknown.  
 
When looking at migration patterns of PGCs, there are three important things to consider: the signal being sent to the cells, the 
receptors on the cells, and the germplasm components. Each of these could potentially be affected by EDC exposure—however, 
none have been studied. Therefore, in this study, zebrafish embryos were exposed to the lower of the two published doses of 
BPA that were shown to impair PGC migration, 17.5 µM (note that we confirmed that exposure to 17.5 µM BPA disrupted PGC 
migration in our laboratory setting, data not shown). Specifically, we sought to determine if a critical gene associated with PGC 
migration and maintenance (nanos-1) was impacted when migration was impaired due to BPA exposure. Using q-PCR, nanos-1 was 
analyzed to determine ΔΔCt against housekeeping genes ef1a and 18s. A 2008 study found that out of eight commonly used 
housekeeping genes, ef1a and 18s were among the most stably expressed of those eight genes, which is why we have selected them 
as housekeeping genes.20 As indicated above, nanos-1 is a germplasm component found in PGCs and, based on its critical 
importance to normal PGC migration, is a likely target to explain impaired PGC migration with EDC exposure. 
 
METHODS AND PROCEDURES 
Fish maintenance 
Zebrafish were purchased at local pet stores in Rochester, NY and allowed to acclimate to the housing system for at least two 
weeks. Experimentation was reviewed and approved by the Institutional Animal Care and Use Committee at St. John Fisher 
College (IACUC Protocol #61). Male and female zebrafish were kept together in tanks that had a constant flow of system water. 
System water was maintained at 27- 29 °C with a salinity between 1400-1600 microsiemens, which was checked every other day. 
The pH level was kept between 6.9-7.4 and was measured twice per week. The fish were kept on a 14-hour light/10-hour dark 
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schedule and fed twice daily. The fish were fed with live brine shrimp (Utah Red Shrimp from Artemac L.L.C) and either freeze-
dried bloodworms (San Francisco Bay Brand) or flake food (Ocean Star International freshwater aquarium flake food).  
 
Breeding and embryo collection 
Fresh system water was added to 2-3 breeding boxes along with artificial plants. Two female fish and one male fish were added to 
the breeding box after being fed in the afternoon. The breeding boxes were placed in a water bath at 28 °C. If embryos were 
present in the morning, they were removed from the breeding box and placed in a petri dish with fresh system water. Embryos 
that appeared unhealthy or dead were removed, and healthy embryos were kept and sorted for experimentation. 
 
Endocrine-disrupting chemical exposure 
Within an hour of fertilization, wells in a 24-well plate were filled with 5-15 embryos each. The two treatment groups were as 
follows: vehicle-treated (1.0 of ethanol) and BPA-treated (17.5 µM in ethanol). The embryos were allowed to grow for 24 hours at 
28 °C. After 24 hours, any dead embryos were removed from the wells prior to fixation for RNA extraction. If more than five 
embryos were dead in any single well, the well was not used as a source of embryos. 
 
RNA isolation 
Embryos were removed from wells, and each group was placed into its own sterile 1.5-mL Eppendorf tube. The water was 
removed, and embryos were homogenized using a manual homogenizer. To each tube, 1.0 mL of Tri Reagent was added and 
allowed to sit at room temperature for 5 minutes. After 5 minutes, 200 µL of chloroform was added, and the tubes were shaken 
for 15 seconds, incubated at room temperature for 5 minutes, and centrifuged at 12,000 xg for 15 minutes at 4 °C. Following 
centrifugation, the aqueous, upper layer was removed and placed into new, sterile 1.5-mL Eppendorf tubes and 500 µL of 
isopropanol was added and allowed to incubate at room temperature for 5 minutes. The tubes were again centrifuged at 12,000 xg 
for 8 minutes at 4 °C. The isopropanol was removed from each tube without disturbing the RNA pellet. To each tube, 1.0 mL of 
75% ethanol was added, and tubes were centrifuged at 7,600xg for 5 minutes at 4 °C. The ethanol was removed without 
disturbing the RNA pellets, and tubes were then allowed to evaporate off any additional ethanol for 5 minutes. RNA pellets were 
then resuspended in 20 µL of DEPC-water at 70 °C for 15 minutes and then stored in the freezer at -20 °C. RNA concentrations 
were determined using a Nanodrop instrument (NanoDrop Lite Spectrophotometer from Thermo Fisher Scientific.) The blank 
contained 1 µL of DEPC-water. Each sample was measured using 1 µL of the isolated RNA sample. RNA concentration, 
260/280, and 260/230 ratio values were recorded (Table 1).  
 

Sample number 260/280 260/230 

1 1.89 1.54 

2 1.80 0.67 

3 1.93 1.07 

4 1.94 1.59 

5 1.97 1.00 

6 1.94 1.84 

7 1.89 0.89 

8 1.91 0.28 

9 2.03 1.34 
Table 1. 260/280 and 230/260 ratios of RNA samples. 

cDNA generation 
RNA samples were standardized based on concentration and 260/280 values. RNA samples with 260/280 ratios between 1.80 
and 2.00 were used for q-PCR (Table 1). The same amount of RNA (ng) was added to separate PCR tubes, and the volumes 
were brought up to 5.5 µL using DEPC-water. cDNA was generated using reverse transcriptase enzyme from the Thermo 
Scientific RevertAid Premium First Strand cDNA Synthesis Kit (Fisher product number: ferk1622). To each tube, 0.5 µL of oligo 
dt, 2 µl of 5X reaction buffer, 0.5 µL of Ribolock RNase inhibitor (20 µg/µL), 1 µL of 10mM dNTP mix, and 0.5 µL of 
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RevertAid M-Mol reverse transcriptase (200 µg/µL) was added. The samples were incubated in a thermocycler using the following 
protocol: 60 minutes at 42 °C and 3-5 minutes at 70 °C. Samples were then stored at -20 °C until they underwent q-PCR. 
 
Quantitative real-time PCR 
qPCR instrument was an Applied Biosystems SteponePlus Real-Time PCR system. In a single RNase-free tube, the following was 
added for a 10 µL master mix reaction: 5 µl of 2X SYBR green master mix (fisher product number: ferk0373), 0.3 µL of forward 
primer, 0.3 µL of reverse primer, and cDNA. The primer sets used are listed in Table 2. All reactions were performed in 96 well 
plates, in triplicate. Minus RT controls were run in parallel for all primer pairs and RNA samples to monitor DNA contamination. 
The relative transcription of nanos-1 in each condition was normalized to 18S and ef1a levels in the respective conditions using 
ΔΔCT method.21 

 

Gene Name Forward Primer Reverse Primer 

18s 5’-TCGCTAGTTGGCATCGTTTA-3’ 5’-CGGAGGTTCGAAGACGATCA-3’ 

ef1a 5’-CTTCTCAGGCTGACTGTGC-3’ 5’-CCGCTAGCATTACCCTCC-3’ 

nanos-1 5’-GAGAGCAGCATGGCTTTTTC-3’ 5’-TTCCAAGGCTGAAAGTCCTG-3’ 
Table 2. Primer sequences used in qPCR experiments. 

RESULTS 
In order to ensure that the RNA samples were not degraded, 1% agarose gels stained with ethidium bromide were used to show 
proper banding patterns. As shown in Figure 1, the banding pattern of each sample has two bands that are located at the 28S and 
18S positions relative to the RNA ladder. 
 

 
Figure 1. 1% agarose gel run to check the integrity and quality of RNA samples prior to qPCR. RNA samples on gel represent the samples shown in Table 1. 

Once purity, concentration, and stability of the sample were determined to be suitable, several samples were used for q-PCR. Data 
from the q-PCR was analyzed using ΔΔCT values (Table 3). Analysis of the ΔΔCT values demonstrates that nanos-1 transcription 
levels do not change following BPA exposure.  

Trial 1 Trial 2 Trial 3 
Treatment Gene Average 

CT 
ΔΔCT Treatment Gene Average CT ΔΔCT Treatment Gene Average 

CT 
ΔΔCT 

Vehicle ef1 a 10.984 -- Vehicle ef1 a 10.984 -- Vehicle 
 

ef1 a 10.686 -- 
nanos1 26.330 nanos1 26.333 nanos1 23.513 

18s 19.109 18s 19.109 18s 21.470 
nanos1 26.333 nanos1 26.333 nanos1 23.513 

17.5 µM 
BPA 

 

ef1 a 11.008 0.690 17.5 µM BPA 
 

ef1 a 
 

11.122 
 

0.941 
 

17.5 µM 
BPA 

 

ef1 a 11.021 1.329 
nanos1 26.891 nanos1 23.437 

18s 18.584 0.471 nanos1 
 

26.558 
 

18s 21.327 0.954 
nanos1 26.891 nanos1 23.437 

Table 3. Raw data from each of the three qPCR experiments. Specifically, ΔΔCT values of nanos-1, in relation to multiple housekeeping genes (ef1a and 18s), are 
provided. Each trial represents a biological replicate, and the average CT values represent three reactions for each primer set.  
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Figure 2. nanos-1 gene transcription levels, normalized to ef1a levels, from Danio rerio embryos exposed to 17.5 µM of BPA, compared to vehicle treatment. The 
logarithmic scale further illustrates the transcription n levels of nanos-1 do not change when exposed to BPA.  
 
As shown in Figure 2, the average ΔΔCT values for the three trials of nanos-1, normalized to ef1a, are shown in a logarithmic 
value and only vary from the value of 1 by one-fold.20 Similar results were seen when nanos-1 was normalized to 18s. (data not 
shown). The one-fold difference for the results illustrates that there is no significant change in transcription level of nanos-1 when 
PGCs are exposed to BPA. 

 
DISCUSSION 
PGCs in zebrafish are ideal cells to study when evaluating the role of endocrine-disrupting molecules in vertebrates. PGCs must 
travel to and incorporate into the gonad for proper development of the gonad to occur. When PGCs are exposed to BPA, they 
are unable to migrate correctly. The current study was performed to analyze the role of BPA on the transcription of the 
germplasm component nanos-1 through q-PCR. It was hypothesized that BPA would alter the transcription levels of nanos-1, thus 
providing information to help explain the mechanism of BPA-induced abnormal PGC migration. The hypothesis was not 
supported by the data, as nanos-1 RNA levels remained unchanged following BPA exposures. This result is significant because it 
allows other aspects of nanos-1 expression, like translation, to become the focus of future studies to understand better the 
mechanism of action for BPA in disrupting PGC migration.  Note that our method, which involves homogenization of the 
embryos, does not analyze whether BPA affects nanos-1 mRNA levels in a specific, localized region—rather, it analyzes levels 
throughout the whole embryo. Future studies could analyze whether or not BPA exposure affects nanos-1 levels in specific regions 
of the embryo.  
 
Overall, this data does not follow the hypothesis of nanos-1 transcription levels being affected by BPA exposure in zebrafish 
embryos. The next step is to determine how BPA affects other aspects of PGC migration. This study indicates that other factors 
in PGC migration must be affected by BPA exposure. Potential targets include nanos-1 at the translational level, genes that control 
receptors on the germ cell receiving the migration signals, the genes that contribute to the signals being sent to PGCs, or genes 
that play a role in internal pH control of PGCs. Once the genes affected by BPA are determined using q-PCR, it would also be 
appropriate to determine if isoforms of BPA, such as Bisphenol F or S, also negatively affect PGC migration and if similar genes 
are affected. It is also possible that BPA affects the expression of these genes at the translational level. Thus it is necessary to 
complement qPCR with western blot analysis to determine how BPA affects the protein level of these potential targets. 
 
In a 2006 study, the roles of SDF-1 and CXCR4a were analyzed to determine their role in PGC migration.2 SDF-1 is a ligand that 
binds to CXCR4a to ensure proper migration of PGCs.2 When there is a loss of function in SDF-1, PGCs are not able to able to 
migrate correctly. Since our results show that the transcription levels of nanos-1 are not affected by BPA, an important next study 
would be to determine if BPA affects the ligand-receptor relationship of SDF-1 and CXCR4a. Along with a PGC ligand and 
receptor possibly being affected by BPA, there is another aspect of PGCs that could be affected and cause abnormal PGC 
migration. Specifically, the pH of PGCs was analyzed to understand the role of pH in PGC migration.22 Ca15b, a gene that 
contributes to the control of the pH of PGCs and, subsequently, to their migration patterns, was knocked down with 
morpholinos.22 When there is a loss of function in Ca15b, the internal pH levels become elevated, which causes PGCs to lose their 
ability to travel the normal migration pathway. Another potential study, therefore, would be to consider the impact of BPA 
exposure on Ca15b gene expression levels. 
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CONCLUSIONS 
Based on recent data from Akbulut, et al., BPA exposure leads to PGC migration defects, as assessed by in situ hybridization.5 
Their use of in situ hybridization with the vasa gene, a known germ cell marker, allowed them to see the varying locations of PGCs 
following BPA exposure.5 The majority of experimental embryos in the current study did not show clustered PGC staining, 
consistent with the results of the study by Akbulut, et al. (data not shown).5 In the current study, we investigated the level of 
nanos-1 transcription after BPA exposure by measuring RNA levels using qPCR. These experiments were conducted to determine 
if this gene was affected by BPA exposure at the transcriptional level, as this could provide a novel piece of evidence for a 
potential mechanism by which EDCs impact PGC migration. nanos-1 is a highly conserved gene that has been shown to play a 
crucial role in proper PGC migration during the first 24 hpf.10 The lack of a change in nanos-1 transcription levels shown in our 
study indicates that nanos-1 transcription does not appear to be a target for BPA-induced disruption of PGC migration. 
Specifically, this is shown by the one-fold or less change in the average ΔΔCT values for nanos-1 following BPA exposure when 
normalized to ef1a and 18s (18s data not shown) (Figure 2). These results suggest that because nanos-1 transcription was not 
affected by BPA, nanos-1 translation or other genes may be targets of this EDC. Therefore, studying the level of translation for 
nanos-1, as well as the overall expression of genes other than nanos-1 may help to explain the impact of BPA exposure on PGC 
migration. 
 
It is well-established in the current scientific literature that BPA has adverse effects on zebrafish development.5,15 It is also known 
that BPA can have adverse effects on human health.12 Little is known about the mechanism by which BPA disrupts endocrine 
function, and this research aims to shed light on that mechanism. Zebrafish are particularly useful as a model organism for 
analyzing the mechanism of action of EDCs in vertebrates. Therefore, this research can shed light on the mechanism by which 
BPA affects both zebrafish and humans.23 Knowledge of BPA's mechanism of action is relevant to both human health and, from 
an ecological perspective to the health of aquatic organisms. 
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PRESS SUMMARY  
This project was done to determine if nanos-1, a gene critically important in zebrafish primordial germ cell migration, is affected by 
BPA exposure. BPA and itanalogses are commercially used plasticizers that are known to leach out of consumer products. 
Zebrafish are a commonly used model organism and are excellent models to analyze the effects of EDCs on PGC migration, a 
process that also occurs in humans. Proper PGC migration is necessary in vertebrates for proper gonad formation. BPA is known 
to disrupt PGC migration in zebrafish; however, the mechanism(s) by which this occurs is unknown. This project found that BPA 
does not affect nanos-1 RNA levels during PGC migration, and therefore helps rule out nanos-1 transcription as a potential target 
for BPA in causing abnormal PGC migration in zebrafish. 
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ABSTRACT 
Data collected by a ground-based solar spectrometer at Collegeville, MN, was used to generate Aerosol Optical Depths (AODs) 
throughout the 2017 calendar year. The AOD data was then visualized at 13 selected wavelengths throughout the year and 
analyzed in comparison to satellite imagery, upper air charts and backwards trajectories of air masses moving towards Central 
Minnesota in order to determine key dates of interest that correspond to times before (20170615), during (20170729), and at the 
conclusion of (20170914) forest fires that burned in British Columbia (BC) during the summer of 2017. The data from these 
specific days were analyzed further by inputting the maximum and minimum AODs for each day into a Parameter Based Particle 
Swarm Optimization (PBPSO) algorithm in order to generate bimodal lognormal particle size distributions. The bimodal 
distributions were chosen because they carry more information about the aerosol loads across the entire spectrum of particle radii. 
The resulting distributions show an increase in number density and decrease in median radius in the Aitken mode during the BC 
forest fires and a relatively constant (within uncertainty) number density of accumulation mode particles at daily maximum AODs. 
Comparing the resulting bimodal lognormal distribution for daily minimum AODs (where evaporation and other diurnal effects 
are at a minimum) shows an increased number density of Aitken mode particles by two orders of magnitude from pre- to post-
forest fires. This measured increase in the number density of smaller radii particles due to forest fires illustrates the PBPSO’s 
capability of distinguishing variations in atmospheric aerosol particle number size distributions in the Aitken mode based on data 
collected by the Kipp-Zonen PGS-100 solar spectrometer. 
 
KEYWORDS 
Atmospheric Aerosol; Particle Swarm Optimization; Aerosol Optical Depth; Solar Spectrometer; Size Distributions; Forest Fire; 
Satellite Imagery; Upper Air Charts; Backward Trajectory 

 
INTRODUCTION 
Atmospheric aerosols are of interest to members of the scientific community and the general public alike because they affect 
environmental conditions and public health.1-3 The environmental effects of aerosols depend on the particles’ radii, ranging from 
.001-100 m,2 chemical composition, and optical properties.3 Atmospheric aerosols contribute to regional climate change by 
absorbing and scattering radiation and acting as cloud condensation nuclei (CCN).4, 5 Natural aerosols tend to be larger particles 
and are formed of plant matter, ash, sea salt, dust, and other aqueous chemicals. Anthropogenic aerosols, on the other hand, tend 
to be sub-micrometer particles formed by combustion emissions and in some cases are known toxins.6 These smaller 
anthropogenic aerosols are capable of traveling farther down the respiratory tract posing a major threat to public health.6 All 
atmospheric aerosols impact air quality3, visibility4 and climate change.7 
 
Ground-based solar spectrometers are commonly used to measure solar irradiance values that relate to aerosol optical depth 
(AOD). In order to calculate AODs from irradiances measured by the PGS-100 spectrometer, it is necessary to calculate the 
irradiance across the entire spectrum. The irradiance measured at Earth’s surface can be related to the irradiance at the top of 
Earth’s atmosphere by taking into account absorption, Rayleigh scattering, and Mie scattering. Equation 1, outlined in London et 
al. 1985, yields irradiance as a function of wavelength:8 
 

        �� � ���
�� ��

������� �
��	���

��                             Equation 1. 

 
where ��� is the irradiance at the top of Earth’s atmosphere at a distance of 1 AU,9 �� is the irradiance measured by the PGS-100 
spectrometer, � is the distance from the Earth to the Sun in astronomical units (AU), � is the absorption coefficient of the 
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absorption species in cm-1, Χ is the total thickness of absorber in a vertical column at STP (cm), and � is the ratio of actual and 
vertical paths of the light through the absorbing layer, � is the optical path length allowing for refraction (atm), � is the 
atmospheric Rayleigh scattering coefficient (atm), � is the pressure at the point of measurement (mb), �� is the mean sea level 
pressure (mb), � is aerosol optical depth (dimensionless) and �� is sec where  is the solar zenith angle.8 

 

Because this investigation focuses on 13 wavelengths avoiding absorption regions, the first term in the exponential in Equation 1 
becomes negligible, and inversion into Equation 2 enables the calculation of aerosol optical depths based on measured 
irradiances. 
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��                  Equation 2. 

 
Instead of using Komhyr’s expression for Rayleigh optical depth (�� �

��	), which assumes an atmospheric CO2 concentration of 
300ppm, this research uses the recommendation of Bodhaine et al. 1999. 10 Bodhaine’s method takes CO2 concentration into 
account by including its contribution to the scattering cross section of air (including the molecular mass, the index of refraction, 
density and the depolarization term or King factor). This research uses CO2 concentration measured at the Mauna Loa 
Observatory in Hawaii, resulting in Equation 3: 
 

                       � �
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���                Equation 3. 

 
where ��� , ��, D, � and �� all represent the same values as above, � is the scattering cross section per molecule that accounts for 
increased partial pressure of increasing atmospheric CO2 levels, � is Avogadro’s number, �� is the mean molecular mass of air 
(kg) and � is the acceleration of gravity at the measurement site.10 
 
A Parameter Based Particle Swarm Optimization algorithm described by DuPaul et al. 2017 can be applied to these inferred 
AODs in order to retrieve particle size distributions.11 This yields valuable information about the atmospheric aerosols which are 
highly heterogeneous in time and space. The PBPSO provides a reasonable, but computationally expensive means to find particle 
number size distribution fit parameters based on input AOD data. Bimodal distributions are of the form: 
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             Equation 4. 

 
where � is the particle radius in m, �� is the number density of particles in the Aitken mode in cm-3 and �� and �� are the 
median radius in m and the width of the Aitken mode, respectively; while ��, ��, and �� are the corresponding parameters for 
the accumulation mode (note that �=ln(s) where s is the geometric standard deviation).11 
 
The PBPSO algorithm generates 200 possible solutions and then calculates AODs using standard Mie theory for each of the 13 
wavelengths for measured AODs. Particle Swarm Optimization algorithms are iterative algorithms that move a set of randomly 
generated solutions towards the solution that gives the best agreement with measured data. The ����� for the observed and 
calculated AODs is used to identify local minima for a single solution and a global minimum for the set of 200 solutions. All 
solutions are moved towards these minima with each iteration until the distribution parameters of the global minimum have 
changed by less than .001% for 100 consecutive iterations. This process is repeated ten times so that a mean and standard 
deviation of the mean can be calculated for ��, ��, ��, ��, ��,	and ��. 
 
The comprehensive satellite images and atmospheric measurements from the National Aeronautics and Space Administration 
(NASA), National Oceanic and Atmospheric Administration (NOAA) and National Weather Service (NWS) provide an approach 
to verify the findings of ground-based solar spectrometers. Satellite data containing visual spectrum images, aerosol optical depth 
gradients, upper air charts, backward trajectory maps, and forest fire characteristics prove invaluable in determining where aerosol 
loads travel, how air moves at different pressures and altitudes in the atmosphere and what events cause deviations in aerosol 
optical depths around the world.12-14 
 
Conducting atmospheric aerosol research in Central Minnesota provides an interesting perspective as the aerosol load should be 
substantially less than in metropolitan areas experiencing heavy anthropogenic aerosol emissions.5, 15-17 By cross-referencing data 
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produced by Saint John’s University’s solar spectrometer with various satellite images, backward air mass trajectories, and upper 
air charts in a similar manner as Niemi et al. 2015,15 it became possible to examine changes in particle size distributions during 
events that alter the composition and amount of aerosols present. 
 
One such event occurred in the summer of 2017 when British Columbia (BC) exhibited ideal conditions to spark massive forest 
fires.18 These fires burned over 1.2 million hectares (over 4,600 square miles) and emitted an estimated 200 million tons of carbon 
dioxide equivalent into the atmosphere.18, 19 The effects of these aerosols being introduced into the atmosphere have a short 
lifetime, but the immediate atmospheric effects can be seen by investigating the AOD and particle size distributions before, 
during, and at the end of the BC forest fires of 2017. 
 
METHODS AND PROCEDURES 
This research investigates the data from a ground-based solar spectrometer compared to NASA’s Earth Observatory AOD data, 
NOAA Upper Air Charts, and satellite imagery from the GOES-13 satellite.20 The following steps outline how the data collected 
at Saint John’s University was used in conjunction with satellite imagery and other resources to determine how particle size 
distributions changed throughout an episode related to the BC fires.  The analysis procedure followed these steps: 
 
Step 1: Analysis of the spread of the major BC forest fires of 2017 revealed that the original fires commenced after severe weather 
systems passed through on July 6–8, 2017 (day-of-year 187-189) and spread rapidly, culminating in the most massive fires 
connecting in Mid-August and the State of Emergency ending on September 15 (day 258).18  
 
Step 2: Before analysis of the raw data from the solar spectrometer could begin, local atmospheric pressure data were obtained 
from the NOAA Radiosonde database, and global atmospheric CO2 data was collected from the Mauna Loa Observatory 
database with daily values interpolated from the given weekly averages.21, 22 The CO2 and local pressure levels influence the 
calculated AOD and therefore affect the particle size distributions and the other products of this research. 
 
Step 3: The data collected by the Kipp-Zonen PGS-100 Solar Spectrometer was converted from raw count data from the 
spectrometer into irradiance values by applying the manufacturer's calibration constants. The data were screened to eliminate 
measurements with significant cloud cover, judged by raw counts below 20,000 at 778 nm. This wavelength was chosen as it is 
just past the large O2 absorption region and is not subject to strong Rayleigh scattering. 
 
Step 4: The aforementioned atmospheric CO2 measurements from Step 2 were included in Equation 3 in order to calculate 
AOD across all wavelengths taking into account the new Rayleigh scattering term with adjustments for increasing CO2 levels. 
Details of this calculation are provided in Bodhaine et al. 1999.10 
 
Step 4: Each day’s AOD at thirteen key wavelengths was extracted: the standard World Meteorological Organization’s (WMO) 
wavelengths: 412, 500, 610, 675, and 778 nm; WMO wavelengths shifted out of absorption regions: 463, 870 and 1020 nm; and 
five additional wavelengths: 441, 479, 520, 556, 750 nm.23 These specific wavelengths enable the visualization of aerosol optical 
depth without absorption from common gaseous atmospheric components. 
 
Step 5: In order to better understand the AOD trends over Central Minnesota, Figure 1 was constructed using all of the AOD 
data from 2017. This gave valuable insights as to which date ranges would provide viable information. 
 

 
Figure 1. Surface visualization of the entire year (2017) of AOD data. This enabled the selection of viable date ranges around the time of the BC forest fires. The 

gaps in the data seen clearly between days 130-160 are due to significant cloud cover. 
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Step 6: Comparing the AOD data in Figure 1 to the timeline of the BC forest fire revealed three preliminary dates of interest that 
correspond to times before, during, and after the wildfires. These dates: 15 June (166), 29 July (210) and 14 September (257) 
contain sufficient AOD data (significant cloud cover was not an issue). 
 
Step 7: Figure 2 shows higher time-resolution spectra on the three specific dates of interest leading to a hypothesis that 
interesting particle size distribution data would be present during the times of the daily minimum and maximum AOD on each of 
these days. 
 

    
Figure 2.1     Figure 2.2     Figure 2.3 

Figure 2.  Surface plots of calculated AOD values. Figure 2.1 illustrates day 166 (15 June 2017), Figure 2.2 illustrates day 210 (29 July 2017), and Figure 2.3 
illustrates day 257 (14 September 2017) in greater detail. The solar spectrometer re-aligning itself with the center of the sun’s maximum intensity causes the vertical 

lines seen in these plots and the white sections, as seen on the far right of Figure 2.1 illustrate what occurs when the spectrometer excludes data due to cloud 
cover. 

 
Step 8: The six selected times (maxima and minima AOD data on the three days) were then extracted from Figure 2 and 
illustrated in Figure 3 to show the variations in AOD across the spectrum of wavelengths at each time. 
 

 
Figure 3. Graph of maxima (squares) and minima (circles) AOD on days 166, 210 and 257 depicts a clear increase in AOD at all wavelengths from June to July 

and September. 
 
Step 9: To better understand the variations in AOD data throughout each day, the plots in Figure 2 were cross-referenced with 
satellite imagery in Figure 4 from NASA’s GOES 13 geostationary satellite to determine if cloud cover or other sources of 
atmospheric aerosols likely caused the fluctuation in AOD data.  
 

   
Figure 4.1     Figure 4.2     Figure 4.3 

Figure 4. Satellite images from GOES 13 satellite showing cloud cover on 15 June 2017 in Figure 4.1, 29 July 2017 in Figure 4.2 and 14 September 2017 in Figure 
4.3 each captured at 1445 UTC (9:45 a.m. local time in Minnesota).13 The yellow dot indicates the location of the solar spectrometer where data was collected. 
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Step 10: Once the times of interest (maximum and minimum AOD) on days 166, 210, and 257 had been selected, the PBPSO 
algorithm was used to find the fit parameters of the bimodal lognormal particle size distribution shown in Equation 4.11 The 
variables in Equation 4 correspond to different aspects of the bimodal distribution where  is the particle radius in m,  is the 
number density of particles in the Aitken mode in cm-3, and  and  are the median radius in m and the width of the Aitken 
mode, respectively; while , , and  are the corresponding parameters for the accumulation mode. 
 
RESULTS AND DISCUSSION 
Based on the evidence shown in Figure 4 that heavy cloud was not present over the site on the three days of interest, Upper Air 
Charts provided by National Oceanic and Atmospheric Administration (NOAA) and the National Weather Service (NWS) are 
used to illustrate the direction of air traveling from the BC region to the upper Midwest and Central Minnesota more 
specifically.24 Figure 5 shows the backward trajectories from NOAA Hybrid Single-Particle Lagrangian Integrated Trajectory 
(HYSPLIT) models,13 illustrating the plausibility that the particles in the atmosphere above Central Minnesota traveled from the 
Pacific Northwest or Southern BC, corresponding to the region of the major forest fires in this time period. An exception was 
found on day 257 when the HYSPLIT backward trajectories showed air masses moving towards Central Minnesota from the 
Pacific Northwest, but the NOAA upper air charts showed trajectories coming from Central California. This could elicit the 
irregular trend in AOD data on day 257, but does not change the results of the size distributions.  
 

    
Figure 5.1. Day 166    Figure 5.2. Day 210    Figure 5.3. Day 257 

     
Figure 5.4. Day 166    Figure 5.5. Day 210    Figure 5.6. Day 257 

Figure 5. Figures 5.1-5.3 NOAA Storm Prediction Center Upper Air charts depicting the air patterns at 300 mb or roughly 5500 m above ground level. 
Figure 5.4-5.6 NOAA HYSPLIT backward trajectories of air masses 5500 m above ground level (AGL) ending at the Saint John’s University observatory where 

the solar spectrometer is located.10 
 
With the understanding that on days 166, 210, and 257 the atmospheric aerosols above Central Minnesota likely came from near 
BC, the particle size distributions in Figures 6-8 carry information regarding how the combustion products suspended in the 
atmosphere from the forest fire affected particle size distributions. Chemically processed particles from combustion contribute to 
the Aitken mode portion of the bimodal distribution while mechanically generated particles contribute to the accumulation mode. 
As an air mass ages, it is expected that collisions will shift all particles toward larger radii. 
 
On the specific days of interest, the PBPSO algorithm was run to generate bimodal distributions while allowing all fit parameters 
to vary. Based on information in Hodzic et al. 2007, forest fires primarily (80-90% by mass) emit aerosols with radii <1.0 m,25 the 
bimodal distributions should illustrate how the aerosol loads changed with respect to the smaller particles with radii in the Aitken 
mode (.02-.10 m), but aerosols in the accumulation mode (.10-1.0 m) may form as the air mass ages during transport.3 Analysis 
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of the bimodal distribution parameters accurately quantifies the broad spectrum variations in atmospheric aerosol loads as 
evidenced by their low  averages. These distributions, illustrated in Figures 6-8, highlight the transformation of both the 
Aitken and accumulation modes from day 166 to 210 to 257 at both the daily minimum and maximum AOD. 
 
Diurnal Comparisons 
On each of the selected days, different trends arise in the fit parameters between the minima and maxima AOD. The resulting 
parameters show that on each of the selected days, the number density of accumulation mode particles increases from the 
minimum to maximum AOD, while the median radius and width of distribution in the accumulation mode remain constant 
within uncertainty. Additionally, on the two days when BC forest fire aerosols are possibly present, the number density of Aitken 
mode particles is also constant within uncertainty. This suggests that throughout any given day, the number of larger particles and 
AOD are positively correlated, but when smoke and ash particles are likely present (Tables 2 and 3), the number of smaller radii 
particles remains stable with increasing AOD.  
 
Daily Minima Comparisons 
To better understand the results of the distributions in regards to potential smoke in the atmosphere, each distribution fit 
parameter was evaluated. When looking at the Aitken mode parameters of the daily minima AODs, the N0 increases by roughly 
an order of magnitude from day 166 to 210 and again from 210 to 257, 0 decreases by about 20% from each day to the next, 0 
is constant within uncertainty on days 166 and 210 but nearly doubles on day 257. Looking at the accumulation mode parameters, 
N1 remains constant within uncertainty on days 166 and 210 and increases by 100 on day 257, 1 increases from day 166 to 210 
and remains constant within uncertainty on days 210 and 257, and 1 remains constant within uncertainty between days 166 and 
210 and also between days 210 and 257. Analyzing how these parameters evolve over time illustrates how each mode of particles 
changes.  
 
The steady increase in N0 indicates many more particles with radii between .01-.10 m present on days 210 and 257 compared to 
166. Based on the steady decrease in 0, the median radius of these small particles decreases, which suggests an influx of small 
radii aerosols, consistent with combustion aerosols from forest fire emissions. The steady 0 values depict a relatively constant 
spread in particle radii throughout the range of dates.  
 
The PBPSO algorithm has difficulties illustrating the trends of larger particles in bimodal distributions due to the relatively flat 
Mie extinction profiles at larger radii.11 The accumulation mode results show that as time progressed, the median radius, 1, 
increased from day 166 to day 210 and then the number of particles, N1, increased from day 210 to day 257 while the width of the 
distribution, 1, remained constant within uncertainty across all of the days. 
 
Daily Maxima Comparisons 
The size distributions from the daily maxima AOD showed a similar trend as the daily minima in the fit parameters N0 and 0 
illustrating an increase in particles in the Aitken mode with smaller median radii, but the 0 values indicate a wider distribution of 
radii from day 166 to day 210 and then a narrower distribution from day 210 to day 257. This suggests that the increase in Aitken 
mode aerosols was due to an influx of smaller radius particles. Another interesting result arises in the accumulation mode of the 
daily maxima AOD size distributions where N1 and 1 values remain constant within uncertainty across all three days, and 1 is 
seen to increase from day 166 to day 210 and then remain constant within uncertainty. This result suggests that while the number 
and median radius of particles remains constant, the variation in particle radius in the accumulation mode may increase when 
smoke from forest fires is present due to the rapidly changing size distributions caused by differences in transport height.  
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Figure 6.1       Figure 6.2 

Figure 6. Bimodal Distributions from day 166 at 1000 in Figure 6.1 and at 1145 in Figure 6.2. Shading indicates uncertainty in distribution parameters. 
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Table 1. Data table containing mean fit parameter and standard deviations from day 166’s Bimodal Distributions in Figure 6. The Aitken mode parameters N0, 0, 
and 0 between 10:00 and 11:45 show the number density decreasing, the radius increasing and the width of distribution remaining constant suggesting that 

coalescence of the smaller particles occurs. 
 

  
Figure 7.1       Figure 7.2 

Figure 7. Bimodal Distributions from day 210 at 1002 (minimum AOD) in Figure 7.1 and at 1255 (maximum AOD) in Figure 7.2. Shading indicates uncertainty 
in distribution parameters. 
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Figure 8.1       Figure 8.2 

Figure 8. Bimodal Distributions from day 257 at 1222 (minimum AOD) in Figure 8.1 and at 1037 (maximum AOD) in Figure 8.2. Shading indicates uncertainty 
in distribution parameters. 
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Table 3. Data table containing mean fit parameter and standard deviations from day 257’s Bimodal Distributions in Figure 8. 
 
CONCLUSIONS 
The forest fire season of 2017 in BC emitted large amounts of atmospheric aerosols that dispersed over much of North 
America.19 The synthesis of satellite imagery, backward air mass trajectories, and upper air maps all aided in understanding the 
findings of aerosol optical depth calculations and particle size distributions generated from solar spectrometer data in Central 
Minnesota. Three specific days in the summer of 2017 that correspond to times before, during, and after the BC forest fires were 
selected based on the atmospheric conditions, meteorological patterns, and air mass trajectories present. Data collected on these 
days was used to calculate aerosol optical depths which could be input into a PBPSO algorithm in order to generate particle 
number size distributions that illustrate how the aerosol load above Central Minnesota changed during the fires.  
 
The primary causes for uncertainty in the results come from the fact that aerosol emissions have very different lifetimes of 
suspension, range in dispersion, and composition based on a wide range of factors including emission type, environmental setting, 
and atmospheric conditions. The aerosols emitted by these forest fires are assumed to be primary particulate matter (PPM) with a 
relatively high injection altitude based on the findings of Hodzic et al. facilitating a potential for long-range transport while 
acknowledging that aging and secondary formation could occur during the transport. The characteristics of previously studied 
forest fire aerosols correlate to the likelihood of the particles from the 2017 BC fires bearing similar optical and physical 
properties as well as the likelihood of being suspended in the upper atmosphere while passing over Central Minnesota.25 
 
These aerosol size distributions show the variations in the number of particles in each mode. N1 values are seen to steadily 
increase from each day’s minimum to maximum AOD, whereas N0 remains constant when smoke is likely present. In contrast, 
analyzing the data across the three days, N0 steadily increases while N1 remains constant excluding the minimum AOD on day 
257 when there was likely some cloud cover compared to the other days experiencing relatively clear skies. Additionally, Aitken 
mode parameter values from day 166 to 210 to 257 show a decreasing median radius combined with an increasing number of 
particles in accordance with the understanding that forest fires emit a majority of aerosols with radii <1 m.25 During the periods 
of clean air, variations in AOD appear to be induced by both particle sizes and number concentrations. In contrast, during 
periods of smoke presence, only moderate shifts in size distribution were observed while number concentrations of small particles 
increased by an order of magnitude or more. 
 
Comparing the size distributions across each of the daily minima AOD, the parameters show that across all three days in the 
Aitken mode, the number of particles increases while the median radius decreases. Additionally, from day 210 to 257, the width of 
the Aitken mode distribution increases, and the number of particles in the accumulation mode increase. These patterns suggest 

0.05 0.10 0.50 1 5 10
104

106

108

1010

radius (μm)

dN
(r
)/d

ln
(r
)(
cm

-3
)

Day 257 Minimum AOD at 12:22

0.05 0.10 0.50 1 5 10
104

106

108

1010

radius (μm)

dN
(r
)/d

ln
(r
)(
cm

-3
)

Day 257 Maximum AOD at 10:37



American Journal of Undergraduate Research www.ajuronline.org

 Volume 16 | Issue 1 | June 2019  31

that even with varying cloud cover as indicated by accumulation mode parameters the solar spectrometer can collect accurate data 
about the number of Aitken mode particles as well as their median radius and width of distribution. 
 
The generated size distributions across each of the daily maxima AOD showed different trends in particle radii, number densities, 
and width of distributions, but some of these anomalies are likely due to the sensor collecting data during moderate cloud cover. 
The major outcomes of the fit parameters from day 166 to 210 to 257 show that in the Aitken mode, the number of particles 
increases and the median radius decreases while in the accumulation mode, the number of particles and the median radius remains 
constant within uncertainties across all three days while the width of distribution increased from day 166 to 210. 
 
In terms of future work in this field, data from terrestrial solar spectrometers can be analyzed through the PBPSO algorithm in 
order to generate bimodal lognormal size distributions that give valuable insights into the Aitken mode number distribution, 
median radius, and width of distribution even when the algorithm experiences difficulty precisely determining accumulation mode 
parameters under heavy aerosol loads or cloud cover. 
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PRESS SUMMARY 
Aerosol optical depths (AODs) were calculated from solar irradiance values collected by a Kipp-Zonen PGS-100 solar 
spectrometer. These AODs collected throughout 2017 were then compared to satellite imagery, upper air chart, and wind patterns 
to determine when air masses moved from the British Columbia region towards Central Minnesota during the BC forest fires. 
The AOD data from three selected days (20170615, 20170729 and 20170914) was input into a parameter based particle swarm 
optimization (PBPSO) algorithm to generate particle number size distributions. The generated bimodal lognormal size 
distributions at each of the three selected day's maxima and minima AOD illustrate an increase in the number of smaller particles 
with radii in the Aitken mode during the forest fires compared to the distributions before the emission of forest fire particles. The 
results of these number size distributions verify that the data from ground-based solar spectrometers can be used in the PBPSO 
algorithm to detect variations in the number, radius, and width of the distribution of particles in the Aitken mode during events 
like forest fires. 
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ABSTRACT 
The tautomerization of glycine via a triple proton transfer was investigated both in the gas phase and in aqueous solution using 
the B3LYP/6-31+G(d,p) level of theory. Fully optimized complexes of the neutral and zwitterion forms of glycine with 1,3-
propanediol were used for the reactant and product forms, respectively. The hydroxyl groups in the diol are conveniently oriented 
for glycine tautomerization through a concerted triple proton transfer facilitated by a network of three hydrogen bonds: N-
H…O-H…O-H…O=C. The activation energy for the zwitterion  neutral process increases in solution. Also, the diol-glycine 
complex favors the neutral over the zwitterion form in a vacuum, but the opposite is true in solution. For comparative purposes, 
the tautomerization of glycine via a three-proton transfer mediated by two molecules of water was also examined. The results are 
qualitatively similar, albeit with activation energies that are smaller to those found in the corresponding diol-mediated 
tautomerization. 
 
KEYWORDS 
Glycine; zwitterion, diol-mediated tautomerization; water-mediated tautomerization 
 
INTRODUCTION 
Amino acids occur predominantly in a neutral form in the gas phase and as a zwitterion in aqueous solution.1 The neutral and 
zwitterion forms are examples of constitutional isomers that differ in the location of a proton (i.e., tautomers). The 
interconversion between tautomers, also known as tautomerization, has been the subject of intense experimental and theoretical 
work. Being the simplest amino acid, glycine has been often used as a model system for tautomerization research.2-14 For example, 
theoretical calculations confirm the notion that the zwitterion form of glycine is not a minimum on the potential energy surface. 
However, it has also been found that two water molecules can make the zwitterion a local minimum.9 Most theoretical 
computations have focused on the direct intramolecular proton transfer step between the zwitterion and the neutral form, 
although some studies have examined the role of discrete water molecules to assist in the proton transfer. In particular, the water-
assisted tautomerization in di-hydrated glycine has been reported.3,8 The notion of a water bridge to facilitate proton transfer has 
been applied as a convenient model to study proton transfer in biological proton pumps.15 Interestingly, polyols have also been 
found to facilitate long-range proton transfer. Specifically, polyols have been designed to possess a quasi-linear hydrogen-bonded 
network along their rigid and hydrophobic rod scaffold that facilitates transmembrane transport of protons.16,17 Moreover, polyols 
are also known to play a stabilizing role in proteins.18 To our knowledge, there has been neither theoretical nor experimental work 
on the proton transfer between glycine and a diol molecule. Because amino acids are the building blocks of peptides and hence 
proteins, this study is in part motivated to gain insight on the ability of a polyol to stabilize an amino acid in its neutral as well as 
in its zwitterion form. It is also of fundamental interest to examine the ability of the polyol to serve as a conduit for proton 
transfer leading to the transition from the zwitterion to the neutral amino acid. Given their relatively small sizes, glycine and 1,3-
propanediol were chosen as model systems for the calculations. It is worth noting that the 1,3-polyol system is a frequently 
occurring structural motif found in many biologically active natural products.19 
 
In this work, the ability of a 1,3-propanediol to facilitate the tautomerization of glycine in the gas phase and the aqueous solution 
is investigated through density functional theory calculations. The results are compared with the equivalent tautomerization 
mediated by two water molecules. 
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COMPUTATIONAL METHODS 
All calculations were performed with the Gaussian 16 package.20 Structures were fully optimized with the B3LYP/6-31+G(d,p) 
method. Aqueous solution was modeled with the default method in Gaussian, i.e., SCRF= IEFPCM. Frequency calculations 
confirmed the nature of any optimized structure as either a minimum (all real frequencies) or a transition state (one imaginary 
frequency). Intrinsic reaction coordinate (IRC) calculations were performed to confirm that the transition states connect the 
intended minima. Complexation energies were corrected for basis set superposition error (BSSE) using the counterpoise 
method.21  
 
RESULTS AND DISCUSSION 
The optimized structures for the diol-mediated glycine tautomerization in the gas phase are illustrated in Figure 1. The 
appearances of the resulting geometries in solution are similar to their gas phase counterparts and hence are not shown. 
Inspection of Figure 1 reveals that the glycine-diol dimers are stabilized primarily by a sequence of three hydrogen bonds 
involving the two OH groups in the diol, the nitrogen and one of the oxygen atoms in glycine. Interestingly, the conformation 
adopted by glycine in the dimers is such that the oxygen atom in glycine farther from the nitrogen center is the one participating 
in the H bond. Previous theoretical and experimental work has consistently demonstrated that the zwitterion does not exist in the 
gas phase. However, the three H-bonds N8-H3…O16-H14…O15-H13…O2=C1 in the dimer appear to be strong enough to stabilize 
the glycine in its zwitterion form. Indeed, the relatively short H-bond distances (Table 1) and quasilinear angles (Table 2) 
confirm the presence of strong H bonds. 
Moreover, the zwitterion is stabilized by an intramolecular H bond, N8-H10…O4=C1, with the closer carboxylate oxygen. The 
calculated BSSE-corrected interaction energy for the zwitterion-diol dimer (ΔE= -25.13 kcal/mol) demonstrates the strength of 
the H bond interactions responsible for the stabilization of the zwitterion in the gas phase. A triple proton transfer leads to the 
dimer of neutral glycine and the diol molecule, neutral-diol dimer, as shown in Figure 1. H bond distances listed in Table 1 
suggest somewhat weaker H bonds than found in the zwitterion-diol dimer. For example, the intramolecular N-H…O=C appears 
weaker in the neutral-diol dimer, with an H bond distance (2.457 Å) much longer than that in the zwitterion-diol dimer (1.737 Å). 
The weaker H bond strengths are confirmed by the smaller magnitude of the calculated BSSE-corrected interaction energy for the 
neutral-diol dimer (ΔE= -19.28 kcal/mol). Although geometry optimization in aqueous solution does not change the overall 
appearances of the dimers, it does bring about some noticeable changes in the H bond distances. Specifically, the zwitterion-diol 
dimer in solution exhibits longer H bond distances, except for the O15-H13…O2=C1. In contrast, the neutral-diol dimer in solution 
exhibits shorter H bond distances. The intramolecular N8-H10…O4=C1 bond in aqueous solution is elongated to 2.151 Å and 2.781 
Å in the zwitterion-diol and neutral-diol dimers, respectively. 
 

   
 

Figure 1. B3LYP/6-31+G(d,p) optimized geometries for the zwitterion-diol (left), transition state (middle), and neutral-diol (right) complexes in the gas phase. 
 
 

Diol Complexes (Gas Phase) 

Complex N8-H3 H3…O16 O16-H14 H14…O15 O15-H13 H13…O2 

Zwitterion 1.053 1.743 0.987 1.782 0.984 1.844 

Neutral 1.866 0.990 1.816 0.982 1.729 0.997 

TS 1.492 1.092 1.157 1.278 1.038 1.506 
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Diol Complexes (Aqueous Solution) 

Complex N8-H3 H3…O16 O16-H14 H14…O15 O15-H13 H13…O2 

Zwitterion 1.049 1.789 0.982 1.828 0.984 1.820 

Neutral 1.809 0.996 1.796 0.985 1.650 1.007 

TS 1.501 1.080 1.217 1.200 1.067 1.415 

Water Complexes (Gas Phase) 

Complex N8-H3 H3…O16 O16-H14 H14…O15 O15-H13 H13…O2 

Zwitterion 1.046 1.771 0.993 1.735 0.997 1.716 

Neutral 1.811 0.998 1.755 0.990 1.731 0.993 

TS 1.200 1.318 1.175 1.252 1.226 1.193 

Water Complexes (Aqueous Solution) 

Complex N8-H3 H3…O16 O16-H14 H14…O15 O15-H13 H13…O2 

Zwitterion 1.047 1.774 0.981 1.775 0.990 1.770 

Neutral 1.787 1.002 1.727 0.993 1.632 1.006 

TS 1.420 1.122 1.205 1.213 1.105 1.339 
 

Table 1. Relevant bond distances (Å) for the glycine-diol and glycine-(water)2 complexes in the gas phase and solution. 

Optimized geometries of each of the glycine tautomers with two water molecules in the gas phase are shown in Figure 2. It 
should be noted that the optimized complexes of glycine with the two molecules of water resemble closely those reported 
previously by other researchers using DFT and reactive force field molecular dynamics simulations (ReaxFF MD). As with the 
glycine-diol dimers, the glycine-(water)2 geometries in aqueous solutions are very similar to their gas phase counterparts. 
Inspection of Figures 1 and 2 reveals the striking similarity of the diol-glycine dimers and the corresponding glycine-(water)2 
complexes. Moreover, an inspection of Table 1 and 2 shows that the structural changes in solution relative to the gas phase in 
these complexes are qualitatively similar to those previously noted in the glycine-diol dimers. The structural similarities of the 
dimers in the gas phase can be further corroborated by the BSSE-interaction energies of the zwitterion-(water)2 (-27.65 kcal/mol) 
and the neutral-(water)2 (-21.89 kcal/mol) which compare fairly well with those of the zwitterion-diol (-25.13 kcal/mol) and the 
neutral-diol (-19.28 kcal/mol) discussed before. It is important to note that the two molecules of water in the complexes were 
effectively considered as one unit to calculate interaction energies. Thus, the two water molecules in the complex were taken as 
one unit, and the glycine (zwitterion or neutral) as the other unit.   
 

     
 

Figure 2. B3LYP/6-31+G(d,p) optimized geometries for the zwitterion-(water)2 (left), transition state (middle), and neutral-(water)2 (right) complexes in the gas 
phase. 
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Diol Complexes (Gas Phase) 

Complex N8-H3-O16 H3-O16...H15-O15 O15-H3...O2=C1 O2=C1-C5-N8 

Zwitterion 156.8 150.3 156.2 -154.2 
Neutral 158.2 147.9 159.9 -126.5 

TS 171.7 161.4 159.8 -131.6 

Diol Complexes (Aqueous Solution) 

Complex N8-H3-O16 H3-O16...H15-O15 O15-H3...O2=C1 O2=C1-C5-N8 

Zwitterion 159.5 149.3 164.0 -146.7 
Neutral 163.0 148.6 165.8 -104.2 

TS 167.2 162.2 170.9 -110.0 

Water Complexes (Gas Phase) 

Complex N8-H3-O16 H3-O16...H15-O15 O15-H3...O2=C1 O2=C1-C5-N8 

Zwitterion 156.1 167.5 163.4 -151.3 
Neutral 163.5 161.5 161.5 -123.7 

TS 166.0 167.7 169.3 -121.5 

Water Complexes (Aqueous Solution) 

Complex N8-H3-O16 H3-O16...H15-O15 O15-H3...O2=C1 O2=C1-C5-N8 

Zwitterion 159.1 168.1 166.6 -147.0 
Neutral 167.2 161.4 173.0 -96.4 

TS 170.5 169.0 173.7 -99.8 
 

Table 2. Relevant bond angles (degrees) for the glycine-diol and glycine-(water)2 complexes in the gas phase and solution. 

As shown in Figures 1 and 2, the zwitterion-neutral tautomerization assisted by 1-3-propanediol or two molecules of water 
proceeds through a concerted triple proton transfer reaction. The relative electronic energies with zero-point energy corrections, 
Eo, are listed in Table 3 for both the gas phase and the aqueous solution reactions. In the gas phase, the complexes containing 
the neutral tautomer are favored. In solution, however, the zwitterion-containing complexes are energetically more stable. The 
larger stability of the zwitterion complexes can be traced down to stronger solute-solvent stabilizing interactions. Although the 
zwitterion carries no net charge, it is, however, a highly polar molecule. Indeed, it is found that in the gas phase the dipole 
moment of the zwitterion-diol complex, for example, is almost twice that of the neutral-diol complex (6.46 D vs 3.41 D), with 
similar results for the glycine-(water)2 complexes.  The large difference in dipole moments is in line with the larger charge 
separation in the zwitterion, and it also suggests that in a polar solvent, the zwitterion-complex would be stabilized more than the 
neutral complex counterpart. Reaction enthalpies, H, and reaction free energies, G, listed in Table 3 are relatively close to each 
other and with Eo. Also listed in Table 3 are the corresponding activation energies. Relative to the gas phase, the activation 
energies in solution are found to be consistently higher. Thus, the solvent stabilization of the zwitterion-complex appears to be 
larger than the corresponding stabilization of the transition-state complex (in either the diol- or water-assisted tautomerization). 
The result appears consistent with the larger dipole moment of the zwitterion-complex when compared with that of the pertinent 
transition state. For example, the dipole moment for the transition state in the diol-complex is 5.75 D, somewhat smaller than the 
zwitterion-diol complex (6.46 D). In addition to the difference in dipole moments, some structural changes occur for the 
transition state geometries that may in part contribute to the noted increase in activation energy upon solvation. In particular, the 
intramolecular N-H…O=C interaction appears to weaken upon solvation. Specifically, the intramolecular N8-H10…O4=C1 bond in 
aqueous solution is elongated to 2.657 Å from the gas phase value of 2.386 Å in the transition state of the diol-containing 
complexes. This change is also reflected on the 20 degrees change in the O2=C1-C5-N8 dihedral angle (see Table 2). Likewise, the 
intramolecular N8-H10…O4=C1 bond in aqueous solution is elongated to 2.803 Å from the gas phase value of 2.343 Å in the 
transition state of the water-containing complexes.  
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Diol-Assisted Tautomerization 
 

Medium ΔEo ΔH ΔG ΔEoǂ ΔHǂ ΔGǂ 
Gas 
Phase -5.90 -5.79 -5.99 5.21 4.46 6.51 

Aqueous  3.29 3.17 3.60 8.35 7.51 9.57 
 

Water-Assisted Tautomerization 
 

Medium ΔEo ΔH ΔG ΔEoǂ ΔHǂ ΔGǂ 
Gas 
Phase -7.12 -7.05 -7.27 3.62 2.53 4.94 
Aqueous  2.44 2.26 2.59 7.49 6.31 8.75 

 
Table 3. Reaction electronic energies with zero-point corrections (ΔE0), enthalpies (H) and free energies (G)  

at 298 K and corresponding activation energies for the glycine tautomerization reactions. Values in kcal/mol. 
 
Although no previous work has been reported on diol-assisted tautomerization of glycine, the results presented here agree, at least 
qualitatively, with previous reports that show the neutral form of glycine to be the dominant species in the gas phase, while the 
zwitterion form to be the preferred one in solution. For example, titration studies have suggested that the free energy of the 
zwitterion is 7.3 kcal/mol lower than its neutral counterpart in an aqueous solution.14 Moreover, the zwitterion has been reported 
to be unstable in the gas phase and to transform itself into the neutral form without any energy barrier. Some gas phase 
calculations suggest that the complex of zwitterion with two discrete water molecules is still higher in energy (ΔE = 11.3 kcal/mol 
at the MP2//HF/6-31++G(d,p) level, and without zero-point energy corrections) than the corresponding most stable complex 
of the neutral tautomer.10 The relative order is reversed upon inclusion of solvent effects through the Polarized Continuum 
Model, PCM, with the zwitterion complex lying 4.4 kcal/mol below the neutral complex. It should be noted that the zwitterion 
complex with two water molecules has essentially the same geometrical orientation as the one considered here. However, the 
most stable neutral complex (reference 10) has the two water molecules forming a ring with the carboxylic acid end of glycine.   
 
In addition to relative energies, the free energy of activation has also been extensively studied. For example, experimental results 
indicate that the zwitterion-neutral tautomerization in glycine has a free energy of activation of 14.4 kcal/mol.22 Computational 
studies provide different activation energies depending on the methods used or the mechanistic approach employed. An 
activation free energy of 5.42 kcal/mol has been reported for a direct intramolecular zwitterion-neutral proton transfer using 
B3LYP/6-31++G(d,p) and the IEFPCM model to account for solvent (aqueous) effects.6 Molecular dynamics simulations, on the 
other hand, have yielded activation energies of about 11.6 kcal/mol,5 12.7 kcal/mol,7 and about 17.0 kcal/mol.3,14 An assisted 
triple proton transfer mechanism in aqueous solution considering two molecules of water has also been investigated. An 
activation energy of 15.8 kcal/mol has been estimated through molecular dynamics simulations using a reactive force field 
developed to describe proton transfer in glycine.3  
 
CONCLUSIONS 
To the best of the authors’ knowledge, the first study on the diol-assisted tautomerization of glycine is reported in this study. 
Calculations were performed at the B3LYP/6-31+G(d,p) level of theory in the gas phase and aqueous solution using the 
IEFPCM method. Dimer complexes between 1,3-propanediol and glycine (zwitterion and neutral form) were chosen as model 
systems. Strong hydrogen bonds stabilize the complexes, especially the complex of the zwitterion form of glycine. The 
mechanistic pathway investigated consisted of a triple proton transfer facilitated by the two OH groups from the diol acting as a 
bridge between the carboxyl and the amine group. The same mechanistic pathway was examined considering two molecules of 
water instead of the diol molecule. The results for both diol-mediated and water-mediated tautomerization appear comparable to 
one another and in qualitative agreement with other relevant experimental and theoretical studies. The results of this study should 
serve as motivation for exploring further the role that a diol, and in general a polyol, may play in tautomerization and other proton 
transfer reactions. Additional studies need to be conducted to address some of the limitations inherent to this study. For example, 
the results presented in this work refer to the static geometries of the optimized complexes, and it should be therefore a subject of 
future work to examine the dynamics of the interactions, for example by using ab initio molecular dynamics simulations. It is also 
desirable to consider other density functional methods that can better account for dispersion corrections, such as the APFD 
functional. Alternatively, the use of correlated methods such as MP2 or CCSD should also be explored along with correlation-
consistent basis sets. Because of the impractical cost of computational methods that can account for both static and dynamic 
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electron correlation, a good compromise between computational cost and accurate computation of thermochemical quantities is 
usually offered by composite methods such as the CBS-QB3 method, and therefore future studies should consider such 
composite method to improve upon the predicted results presented in this work. Although the default method for modeling 
chemistry in solution in the Gaussian 16 package was used in this study, it is nonetheless desirable that other approaches be 
considered. For example, the SDM method has been found to perform well for predicting reaction energies in solution.23 Future 
studies should also consider explicitly the conformational space of both the diol and glycine/zwitterion to account for the energy 
cost, if any, in adopting the particular conformations adopted by the molecules in the reactions both in the gas phase and in 
solution. Although the concerted nature of the multiple-proton transfer was noted in this study, additional studies need to be 
carried out to determine whether the transfer is synchronous or asynchronous. For this purpose, obtaining the reaction force and 
force constant profiles along the intrinsic reaction coordinate, or IRC would prove useful.24 Furthermore, although no 
intermediate species was found in the transition from zwitterion-complex to neutral-complex rendering the reaction to be 
concerted, it is still subject for future work whether this remains so upon using higher levels of theory. Presumably, intermediates 
species would need to be stabilized enough to be detected computationally. It might also be possible that increasing the polyol 
chain would give rise to intermediate species. Indeed, it has been reported that a single charge center in polyol chains can be 
significantly stabilized by the hydrogen-bonded network, and it can also enhance the interaction energy between adjacent non-
charged OH groups in the network.25 The results suggest the intriguing possibility that a sequential rather than a concerted proton 
transfer may occur under these conditions. Thus, using higher polyol chains, namely a triol or tetraol to assist glycine (and other 
amino acids) tautomerization, will be considered in our group and the results published elsewhere. 
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PRESS SUMMARY 
To our knowledge, there has been neither theoretical nor experimental work on the proton transfer between glycine and a diol 
molecule. The tautomerization of glycine via a triple proton transfer was investigated both in the gas phase and in aqueous 
solution using computational studies. It has been shown that the hydrogen bond from the glycine facilitates the proton transfer 
between glycine and a diol molecule. It was also shown for the diol-glycine complex to favor the neutral over the zwitterion form 
in a vacuum, but the opposite is true in solution. 
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ABSTRACT 
Strength training has many benefits, both affective and physical health-related. However, little research has been done on the 
psychological constructs that play an important role in exercise adherence, maintenance, and outcomes regarding strength training 
specifically. The purpose of this study was to examine self-efficacy (SE), perceived competence (PC), and outcome expectancy 
(OE), several of the key psychological constructs, as predictors of strength gains in a strength training course. It was hypothesized 
that the changes in participants’ measures of SE, PC, and OE from baseline to post-training would predict participants’ actual 
strength gains, but not the levels of SE, PC, and OE at baseline and post-training independently. Participants (n=20; 50% 20-21 
years old, 40% 22-24 years old, 10% 25 years or older; 60% female, 40% male; 45% Caucasian, 30% Hispanic/Latino, 20% 
multiracial, 5% Asian/Pacific Islander) in a 15-week strength training technique (STT) course completed a battery of 
psychological questionnaires assessing SE, PC, and OE in addition to fitness tests consisting of a vertical jump test, an estimated 
one repetition maximum bench press and a back squat at baseline, mid- and post-training. One-way repeated measures ANOVA 
was used to examine differences in SE, PC, and OE at baseline, mid-, and post-training. Spearman correlation and multiple 
regression analyses were used to determine the predictive specificity of baseline, mid-, post-training levels, and changes in SE, PC, 
and OE on strength gains. ANOVA results show a significant time effect, as there was a significant increase in all three variables 
over time, suggesting that course participation increased students’ SE, OE, and PC about strength training. Baseline scores, post-
training scores, and changes in SE, PC, and OE were not significant predictors of changes in strength or power scores. These 
results suggest that while an instructor-led STT course may increase SE, OE, and PC for individuals with varying strength training 
experience and positively influence college students’ well-being, these psychological constructs may not predict strength gains. 
Future research should examine possible predictive factors for strength training outcomes in larger, more heterogeneous 
populations. 
 
KEYWORDS 
Strength Training; Self-Efficacy; Perceived Competence; Outcome Expectancy; Psychological Constructs; Kinesiology; 
Strength and Conditioning; Resistance Training 

 
INTRODUCTION  
In recent years, resistance training has been emphasized as a necessary part of a regular exercise program as its benefits have 
become more apparent. One form of resistance training is strength training which refers to a “systematic program of exercises 
designed to increase an individual’s ability to exert or resist force”.1 Strength training has similar benefits for people of all ages and 
is an important component of a regular physical activity program.1 A variety of benefits arise from consistently practiced 
resistance training: reduction in loss of muscle mass and strength, improved bone strength, hormone regulation and production 
associated with age, management of chronic diseases, increased ease of daily activities, decreased sports-related injuries in youth, 
and improvements in mental health.1,2 Due to the challenging nature of many physical exercises, psychological constructs play a 
crucial role in exercise initiation and adherence and, thus, in the physical and psychological benefits of physical activity.2 Self-
efficacy (SE), perceived competence (PC), and outcome expectancy (OE) are three of these constructs that have been shown to 
influence physical activity and exercise as well as overall well-being.2,3,4 Exercise SE has been shown to predict perceived wellness 
and wellness subscales of physical, spiritual, intellectual, psychological, and emotional dimensions, indicating that exercise may 
improve overall well-being that extends beyond the physical health benefits.4 

 
While many studies focus solely on one psychological construct, the purpose of combining all three in this study was to identify 
their potential individual and combined influence on exercise outcomes and to examine further how they might work together. 
Furthermore, by measuring all three, the impact of exercise on each construct over time can be compared relative to one another 
as well as together. 
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Literature Review 
Self-Efficacy 
Self-efficacy, originating from Bandura’s social-cognitive theory, is one of the most well-known and studied psychological 
constructs.3 SE is an individual’s belief in oneself to execute situation-specific behavior and enhances an individual’s behavioral 
persistence.2,3 SE is comprised of four components: performance accomplishments, vicarious experience, verbal persuasion, and 
emotional arousal.3 Performance accomplishments are built on personal mastery experiences, where repeated success increases, 
and consistent failure lowers those mastery expectations. Due to its nature, performance accomplishment is influenced by the 
timing, pattern, and outcome of the experiences, where initial failure may decrease the likelihood of behavioral persistence. 
Vicarious experience refers to observing others' successes in a difficult situation which can enhance one's confidence in his/her 
abilities to complete the same task. Verbal persuasion refers to the suggestive power of others to convince a person that they can 
overcome past failures or fears, and while it is much easier to obtain than the other components of SE, it is not quite as effective.3 
Finally, emotional arousal, wherein an individual judges his/her capability by one's physiological state in a high-stress situation, 
serves as a source of information regarding personal competency and can influence future performance (e.g., anxiety may hinder 
performance). 

 
SE has been studied extensively as it relates to physical activity and exercise; however, little research has been done examining SE 
as it relates to strength training in particular. A study examining the relationship of SE and physical activity in a population of 
sedentary older women participating in a 12-week high-intensity strength training program found that the participants' perceptions 
of strength and balance efficacy capabilities were associated with better performance-based and self-reported “Activities of Daily 
Living." These results suggest that SE may have a mediating effect on the influence of physical activity and function in older 
women.5 A more recent study in 2014 examined the effects of twice-a-week resistance training compared to flexibility training on 
postpartum women. Results showed that the resistance training group had greater strength gains and greater improvements in 
exercise SE than the flexibility training group.6 Another study found that participants in a 10-week circuit weight training group 
had greater improvement in strength and endurance than did the volleyball control group. In addition, participants’ baseline levels 
of SE predicted their post-test strength gains.7 Finally, another study found that a strength training intervention on college women 
improved their SE and psychological well-being as well as strength, endurance, and body fat.8 The research surrounding exercise 
suggests that SE influences the physical outcomes and benefits of exercise, including improvements in strength, daily functioning, 
and psychological well-being. 

 
Perceived Competence 
PC is a psychological construct from Ryan & Deci’s self-determination theory (SDT) which suggests that motivation is created by 
the satisfaction of three psychological needs (competence, autonomy, and relatedness) and that individuals will pursue behaviors 
that fulfill these needs.2,9 In SDT, PC is at the level of the individual’s need for “innate psychological nutriments that are essential 
for ongoing psychological growth, integrity, and well-being.”3,9 Unlike SE which focuses on an individual’s belief in their 
capabilities of performing a specific behavior, PC refers specifically to beliefs surrounding meaningful behaviors that provide 
fulfillment of one’s psychological needs. Measuring PC addresses the content and pursuit of an individual’s need to master 
challenging and meaningful tasks that will fulfill one’s need for psychological growth and personal effectance on their 
environment.2,9 

 
PC in exercise has primarily been studied as it relates to general physical activity and sports, in which many studies utilize the 
structured class design (e.g., high school physical education classes), yet little research has focused on the role of PC specifically in 
strength training. In a study of 307 middle school students’ enjoyment and cardiorespiratory fitness in physical education classes, 
regression analysis showed that PC was the only significant contributor to cardiorespiratory fitness (19.3%) and only accounted 
for 4.2% of the variance in physical activity.10 These results show that students who believed they would do well in physical 
education obtained higher fitness levels, which suggests that PC affects fitness outcomes. In another study examining physical 
activity in grades 3rd to 12th, PC had a direct negative effect on students’ sedentary behavior and a positive effect on physical 
activity, suggesting that higher levels of PC may lead to increased physical activity.11 PC also had a stronger indirect effect on 
physical activity at home than physical activity at school which may be associated with the formal structure of more physical 
activity at school (e.g., physical education classes) as compared to the more variable opportunities at home which provide more 
autonomy and may, therefore, lead to increased PC and attraction to physical activity. In a study of 146 women participating in 
community-based aerobics classes, PC was found only to have an effect on intrinsic motivation when self-determination was 
low.12 In other words, when individuals participated in the classes because they wanted to, their performance perceptions were 
irrelevant; in contrast, when participants felt they had to participate in the classes and had low PC, their intrinsic motivation was 
negatively affected. These findings have strong implications for individuals who are beginning an exercise program, as it is 
important for perceptions of competence to be fostered when their intrinsic motivation might be exceptionally low. The literature 
surrounding PC suggests that the construct plays a vital role in physical activity and exercise outcomes as well as motivation. 
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Outcome Expectancy 
OE has been referred to in literature dating back to the 1930s and is a fundamental aspect of many theories, including the theory 
of planned behavior, social learning theory, social cognitive theory, the theory of reasoned action, and expectancy theory.13 OE is 
thought to play an important role in motivation and is defined as a person’s belief that a specific behavior will lead to certain 
positive and negative consequences related to one’s physical health or affective outcomes, such as impacts on one's mood or 
mental state.3, 13 This construct differs from SE in the fact that it is not a person's belief in their ability to do the task, but rather 
one’s belief about what will happen if they are successful at completing the task. While positive outcome expectancies (i.e., 
perceived benefits) promote a behavior, negative outcome expectations (e.g., soreness from exercise) and perceived barriers, 
circumstances preventing the behavior (e.g., the cost of joining a gym), both impede the behavior.13 When an individual perceives 
the benefits of the activity to outweigh the barriers, they are more likely to engage in the behavior because the payoff is worth the 
price. 
 
Similar to SE, OE has been studied in general physical activity and exercise, but little research has been done to examine this 
construct specific to resistance or strength training. Several studies have shown a correlation between OE and initiation of 
physical activity but not necessarily the adherence to it. While positive OE may lead to an individual adopting a behavior, 
satisfaction becomes a contributor to continued participation.13 In other words, because OE does not measure actual satisfaction, 
it might not be as effective at predicting adherence to a behavior once the individual’s subjective fulfillment becomes a factor. 
While the relationship between OE and SE is not clear, as the two constructs are related and often overlap, some research 
suggests that OE may predict variance in physical activity not explained by SE and other social cognitive variables. In a telephone 
survey study of 3,607 adults in Hawaii, researchers found that individuals who thought they needed more than recommended 
amounts of moderate intensity physical activity in order to gain health benefits reported more daily amounts of physical activity 
than those who thought they needed equal amounts or amounts less than recommended by experts.14 These results show that the 
individuals' beliefs in the amount of time they thought they needed to spend doing physical activity in order to receive the health 
benefits were related to how much time they spent doing it, suggesting that OE influences not just the adoption of physical 
activity but also the duration and frequency. In a study of 335 adults aged 60–95, affective OE was a stronger predictor of 
exercise at 6 months than physical health-related OE; furthermore, SE did not predict exercise but was a mediator via intention 
and affective OE.15 These findings suggest that affective OE may be a better predictor of physical activity adherence than health-
related OE and SE in some populations. Research shows that OE is related to and may predict physical activity and exercise 
initiation and adherence in many populations across the lifespan. 

 
In summary, previous research has examined the relationship of SE, PC, and OE in physical activity (primarily aerobic) and 
exercise adherence, maintenance, and performance; however, there is less research examining these constructs in strength training 
outcomes. Furthermore, there is a gap in the literature regarding SE, PC, and OE in college-aged populations wherein these 
constructs may play a role in overall health and wellness. Thus, the purpose of this study was to examine the predictive power of 
these psychological constructs on participants’ strength gains in a strength and conditioning technique course. It was hypothesized 
that the changes in the participants’ measures of SE, PC, and OE from baseline to post-training would predict participants' 
strength gains (hypothesis 1) and that the independent levels at baseline and post-training would not (hypothesis 2).  

 
METHODS AND PROCEDURES 
Design 
A single group design was used. The independent variables in this study were the changes in participants’ SE, PC, and OE scores 
from baseline to post-training, and the independent scores of these psychological constructs at baseline and post-training. The 
dependent variables were the changes in participants’ strength and power over the 15-week period for both hypotheses. The 
Committee for Protection of Human Subjects (CPHS), California State University, Monterey Bay’s review board for research 
involving human subjects approved this study (#16-005). 

 
Participants 
The total population consisted of a convenience sample of twenty (three junior, 17 senior) kinesiology students enrolled in a 15-
week university “Technique in Strength and Conditioning” course. Participants identified as 60% females, 40% males; 45% 
Caucasian, 30% Hispanic/Latino, 20% multiracial and 5% Asian/Pacific Islander. Age was reported in ranges: 50% 20-21 years 
old, 40% 22-24 years old, and 10% 25 years or older. Students also reported on their participation in strength training prior to the 
course (Table 1). 
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Table 1. Participation in strength training prior to the course. ST strength training. 
 
Measures 
An introduction to the study and first questionnaire were given to the students during the first week of class, and they were 
informed that their participation in the study was voluntary and would not affect their grade in the course. No incentives were 
offered.   
 
Questionnaires 
The demographics questionnaire was administered only at baseline and contained questions regarding sex, race/ethnicity, age, 
academic class status, previous strength training experience, number of days per week spent strength training, and length and 
perceived resistance level of strength training sessions. 
 
Lubans, Aguiar, & Callister’s four-item SE and five item OE questionnaires were adapted to measure participants’ SE and OE for 
strength training.16 Both questionnaires were rated on five-point Likert scales (1= Strongly Disagree to 5= Strongly Agree). 
Example SE item: “I have the strength to complete strength training exercises.” Example OE item: Strength training will improve 
my performance in sports and other physical activities.” 
 
Ryan & Deci’s four-item PC Scale was adapted to measure participants’ PC about strength training regularly and was rated on a 
seven-point Likert scale (1= not at all true to 7= very true).9 Example PC item: “I am able to meet the challenge of strength 
training regularly.” 
 
 
 

 Frequency Percentage 
Previous ST Experience   

Do not strength train 2 10 
≤ 1 yr 6 30 
1-2 yr 3 15 
3-4 yr 7 35 
5+ yr 2 10 

 
Previous ST Days/Week   

0 0 0 
1 4 20 
2 1 5 
3 2 10 
4 9 45 
5 2 10 
6 0 0 
7 2 10 

 
Previous ST Min/Session   

Do not strength train 4 20 
≤ 20 min 4 20 

21 – 30 min 0 0 
31 – 45 min 5 25 
46 – 60 min 4 20 

60 + min 3 15 
 

Perceived Resistance Level   
Do not strength train 3 15 

Light 4 20 
Moderate 11 55 

Heavy 2 10 
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Physical Fitness Assessments 
Muscular strength was assessed using estimated one repetition maximum (1RM) test for bench press and back squat using an 
Olympic barbell. Participants were given a choice to use 3RM or 5RM load to measure estimated 1RM in which they performed 3 
or 5 repetitions, respectively, of the given exercise with as much weight as possible. Muscular power was measured by the average 
of a three-trial vertical jump test. The sit-and-reach test determined flexibility. 
 
Procedure 
Participants were required to attend the course twice weekly for 80 minutes each session, which was held in a private gym setting 
on campus. Participants were divided into seven groups based on height for ease of equipment use by the instructor, a Certified 
Strength and Conditioning Specialist and Professor of Exercise Physiology. At the beginning of the course, participants were 
introduced to various strength training exercises by the instructor and were required to perform these exercises in their small 
groups with peer and instructor feedback. Throughout the course, the groups alternately created and taught an exercise routine to 
the class; all participants were then required to perform that routine utilizing proper technique under the supervision of the course 
instructor.   
 
Participants completed the questionnaire at week one (baseline), week eight (mid-training), and week 15 (post-training) at the 
conclusion of the course. Baseline fitness levels were assessed at week four (to allow for knowledge of proper lifting technique 
and neural adaptations), mid-training at week nine, and post-training at week 15 using the National Strength and Conditioning 
Association standards: estimated 1RM for barbell bench press and barbell back squat to assess strength, vertical jump test to 
assess power, and sit-and-reach test to measure flexibility; however, flexibility was not used for this analysis.  
 
Statistical Analysis 
Preliminary analysis of one-way repeated measures analysis of variance (ANOVA) was used to test the effects of the strength and 
conditioning technique course on students' SE, PC, and OE over time. Spearman correlations were then used to assess 
associations of these psychological outcomes with strength and power gains. Strength gains were defined as the difference in 
pounds used for bench press and back squat from baseline to post-training. Power gains were defined as the difference in inches 
in the vertical jump from baseline to post-training. Finally, nine multiple regressions using the enter method were run to test the 
effect of each psychological variable (i.e., SE, PC, OE) as predictors (independent variables) on changes in strength (i.e., bench 
press, back squat) and power (i.e., vertical jump) scores as an outcome (dependent variables). Specifically, to test hypothesis one, 
the following nine multiple regressions were run: change in psychological variable scores from baseline to post-training on bench 
press; change in psychological variable scores from baseline to post-training on back squat; and change in psychological variable 
scores from baseline to post-training on vertical jump. Next, the following six multiple regressions were run to test hypothesis 
two: 1) psychological variable scores at baseline on bench press; 2) psychological variable scores at baseline on back squat; 3) 
psychological variable scores at baseline on vertical jump; 4) psychological variable test scores at post-training on bench press; 5) 
psychological variable test scores at post-training on back squat; and, 6) psychological variable test scores at post-training on 
vertical jump. 
 
Results 
Changes in Psychological Constructs 
One-way repeated measures ANOVA was used to examine differences in SE, PC, and OE at baseline, mid-, and post-training. 
Mauchly’s test indicated that the assumption of sphericity had been violated for all three domains (SE: χ2(2)= 14.20, p= 0.001, 
PC: χ2(2)= 11.48, p= 0.003, OE: χ2(2)= 7.95, p= 0.019), therefore degrees of freedom were corrected using Greenhouse-Geisser 
estimates of sphericity (SE: ε= 0.65, PC: ε= 0.68, OE: ε= 0.74). Results show a significant time effect, (SE: F(1.29, 24.59)= 20.54, 
p < 0.001, PC: F(1.36, 25.82)= 19.72, p < 0.001, OE: F(1.47, 28.00)= 6.94, p < 0.01). Follow-up comparisons indicated that each 
pairwise difference for SE and PC was significant, p < 0.01, and from pre- to post- for OE, p < 0.01. As demonstrated in Table 
2, there was a significant increase in all three variables over time, suggesting that course participation increased students' SE, PC, 
and OE about strength training. 
 

 

Table 2. Psychological and performance measures before, during, and after training. Values reported as mean (SD). 
Note: All significance values refer to within-group changes (i.e., post-test minus pre-test) evaluated by paired t-test. *p < 0.001. 

Measure Pre-Test Mid-Test Post-Test Pre-Post Change 

Self-Efficacy 15.0 (4.1) 
(n = 20) 

18.1 (1.6) 
(n = 20) 

19.5 (0.8) 
(n = 20) 

4.6 (3.7)* 
(n = 20) 

Outcome 
Expectancy 

23.3 (1.8) 
(n = 20) 

24.5 (1.2) 
(n = 20) 

24.7 (1.0) 
(n = 20) 

1.4 (1.7)* 
(n = 20) 

Perceived 
Competence 

20.0 (6.4) 
(n = 20) 

24.9 (3.0) 
(n = 20) 

27.0 (1.7) 
(n = 20) 

7.0 (5.5)* 
(n = 20) 
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Psychological Constructs and Strength Gains Correlations 
Spearman correlations were run on changes in levels of SE, PC, and OE and strength and power gains in bench press, back squat, 
and vertical jump (Table 3). Changes in the levels of these psychological constructs were not significantly correlated to strength 
and power gains.  
 

  Squat Bench Vertical 
Jump 

Self-Efficacy r = 
sig = 
n = 

0.276 
0.302  
16 

-0.314 
0.220 
17 

-0.125 
0.622 
18 

Perceived 
Competence 

r = 
sig = 
n = 

-0.121 
0.655 
16 

-0.052 
0.843 
17 

-0.199 
0.428 
18 

Outcome 
Expectancy 

r = 
sig = 
n = 

0.189 
0.483 
16 

-0.461 
0.063 
17 

0.064 
0.801 
18 

Table 3. Spearman correlation of psychological change scores with performance  
change scores. 

 
The overall model examining the impact of changes in SE, PC, and OE (independent variables) on bench press strength gains 
from baseline to post-training (dependent variable) was not significant [F(3, 13)= .537, p = .665] and explained none of the 
variance in bench press scores, R2 = .110. Changes in SE (β = .042, p = .918), PC (β = -.098, p = .804), and OE (β = -.324, p = 
.254) were not significant predictors of changes in bench press scores.  
 
The overall model examining the impact of changes in SE, PC, and OE on back squat strength gains from baseline to post-
training was not significant [F(3, 12)= .875, p= .481] and explained none of the variance in back squat scores, R2= .179. Changes 
in SE (β= .524, p= .208), PC (β= -.611, p= -.137), and OE (β= -.021, p=.939) were not significant predictors of changes in back 
squat scores.  
 
The overall model examining the impact of changes in SE, PC, and OE on vertical jump power gains from baseline to post-
training was not significant [F(3, 14)= 1.312, p= .310] and explained 5.2% of the variance in vertical jump scores, R2= .219. 
Changes in SE (β= -.038, p= .906), PC (β= -.366, p= .256), and OE (β= .297, p= .243) were not significant predictors of changes 
in vertical jump scores.  
 
The overall model examining the impact of baseline levels of SE, PC, and OE on bench press strength gains from baseline to 
post-training was not significant [F(3, 13)= .485, p= .699] and explained none of the variance in bench press scores, R2= .101. 
Changes in SE (β= .071, p= .877), PC (β= -.002, p= .997), and OE (β= .301, p= .277) were not significant predictors of changes in 
bench press scores.  
 
The overall model examining the impact of baseline levels of SE, PC, and OE on back squat strength gains from baseline to post-
training was not significant [F(3, 12)= .832, p= .502] and explained none of the variance in back squat scores, R2= .172. Changes 
in SE (β= -.556, p= .196), PC (β= .602, p= .171), and OE (β= .056, p= .840) were not significant predictors of changes in back 
squat scores.  
 
The overall model examining the impact of baseline levels of SE, PC, and OE on vertical jump power gains from baseline to post-
training was not significant [F(3, 14)= 1.311, p= .310] and explained 5.2% of the variance in vertical jump scores, R2= .219. 
Changes in SE (β= -.132, p= .701), PC (β= .527, p= .141), and OE (β= -.216, p= .381) were not significant predictors of changes 
in vertical jump scores.  
 
The overall model examining the impact of post-training levels of SE, PC, and OE on bench press strength gains from baseline to 
post-training was not significant [F(3, 13)= .009, p= .999] and explained none of the variance in bench press scores, R2= .002. 
Changes in SE (β= .025, p= .938), PC (β= .030, p= .928), and OE (β= -.015, p= .961) were not significant predictors of changes in 
bench press scores.  
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The overall model examining the impact of post-training levels of SE, PC, and OE on back squat strength gains from baseline to 
post-training was not significant [F(3, 12)= .390, p= .762] and explained none of the variance in back squat scores, R2= .089. 
Changes in SE (β= -.187, p= .571), PC (β= -.011, p= .973), and OE (β= .279, p= .360) were not significant predictors of changes 
in back squat scores.  
 
The overall model examining the impact of post-training levels of SE, PC, and OE on vertical jump power gains from baseline to 
post-training was not significant [F(3, 14)= .497, p= .691] and explained none of the variance in vertical jump scores, R2= .096. 
Changes in SE (β= .055, p= .853), PC (β= .259, p= .406), and OE (β= .048, p= .863) were not significant predictors of changes in 
vertical jump scores.  
 
Conclusions 
The purpose of this study was to examine the predictive power of SE, PC, and OE on strength gains in a strength and 
conditioning technique course. The results suggest that these psychological constructs are not correlated with and do not play a 
role in predicting strength or power gains. However, the results show evidence that these psychological constructs may be 
improved by a strength training technique course independent of strength and power gains which may be in part due to the 
structured class design and implementation of the four components of SE.  
 
The first hypothesis was rejected as results found that changes in SE, PC, and OE from baseline to post-training did not predict 
and were not significantly correlated with strength or power gains. In concordance with the second hypothesis, the independent 
levels of SE, PC, and OE at baseline and post-training did not predict strength or power gains.  
 
These results also showed that all three constructs increased significantly from baseline to post-training, while SE and PC 
increased significantly at each time point (i.e., baseline to mid-training, mid-training to post-training, baseline to post-training). 
These improvements suggest that participation in the strength and conditioning technique course increased students’ SE, PC, and 
OE about strength training which supports previous research suggesting that a regular physical activity routine can improve 
exercise-related SE, PC, and OE. These findings may have implications beyond strength training specifically and impact an 
individual’s overall attitude and belief toward exercise in general and positively affect intrinsic motivational states. 
 
Due to the small, homogeneous sample of this study, these results may not apply to students who do not have the physiological 
knowledge of junior and senior kinesiology students, which may have allowed them to progress faster or otherwise impacted their 
physical progress or attitudes toward strength training. Furthermore, the non-significant findings may be in part due to the small 
sample size and the lack of a control group. 
 
The four primary sources of SE (performance accomplishments, vicarious experience, verbal persuasion, and emotional arousal) 
were all utilized in the structure of the course. Participants were able to track their performance accomplishments through their 
strength and power output as the 15 weeks progressed. They achieved vicarious experience by watching their instructor and peers 
perform and teach the exercises to the class. Furthermore, encouragement and coaching regarding proper form and technique 
from the instructor and peers served as verbal persuasion in addition to one-on-one coaching from the instructor when necessary. 
Finally, experiencing and becoming adjusted to the physiological arousal of strength training accounted for the emotional arousal 
aspect of SE. The structure of the strength and conditioning course was conducive to improving students’ SE and may be a 
contributing factor to the improvements in students’ PC and OE as well.  
 
These findings have substantial implications for strength and conditioning coaches, as the experience of strength training may 
improve SE, which has been known to increase many facets of well-being, independent of actual performance improvements. 
Furthermore, both the strength training experienced and inexperienced students had improvements in their SE which suggest that 
hands-on experience may bridge the gap between the science and practice of strength training and play a key role in helping 
kinesiology students become more efficacious and competent in strength training. These competencies may extend past strength 
training to weight-bearing exercises in general due to the similar nature regarding form, technique, physiology, and practice. These 
are essential traits to have surrounding weight training, considering many of these students are preparing to become coaches and 
trainers. 
 
Examining SE, PC, and OE in a college population of kinesiology students in a strength and conditioning technique course was a 
novel study design and topic. These preliminary findings should encourage researchers to examine these constructs in larger, more 
heterogeneous populations with individuals who have no kinesiology education. Furthermore, given that the analyses showed no 
significant correlation between these psychological constructs and strength or power gains, future researchers should examine 
what other factors, psychological or otherwise, play a role in strength training outcomes.  
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ABSTRACT
The goal of this research is to devise a method of differential equation based modeling of evolution that can scale up to
capture complex dynamics by enabling the inclusion of many—potentially thousands—of biological characteristics. To-
wards that goal, a mathematical model for evolution based on the well-established Fisher-Eigen process is built with a
unique and efficient structure. The Fisher-Eigen partial differential equation (PDE) describes the evolution of a proba-
bility density function representing the distribution of a population over a phenotype space. This equation depends on
the choice of a fitness function representing the likelihood of reproductive success at each point in the phenotype space.
The Fisher-Eigen model has been studied analytically for simple fitness functions, but in general no analytic solution
is known. Furthermore, with traditional numerical methods, the equation becomes exponentially complex to simulate
as the dimensionality of the problem expands to include more phenotypes. For this research, a network model is syn-
thesized and a set of ordinary differential equations (ODEs) is extracted based on the Fisher-Eigen PDE to describe the
dynamic behavior of the system. It is demonstrated that, when juxtaposed with full numerical PDE simulations, this
ODE model finds well-matched transient and precise equilibrium solutions. This prototype method makes modeling of
high-dimensional data possible, allowing researchers to examine and even predict complex dynamic behavior based on a
snapshot of a population.

KEYWORDS
Evolutionary Modeling; Mathematical Biology; Network Dynamics; Ordinary Differential Equations; Partial Differen-
tial Equations; Fisher-Eigen model; Phenotype; Fitness Function

INTRODUCTION
The theory of evolution by natural selection has transformed modern biology. Understanding evolution allows one
to understand the origin of the genetic diversity present in the world today. With this in mind, accurate mathematical
and computer models that capture the vast complexity and intricate dynamics of evolution may give researchers new
insights into how evolution has occurred and may predict evolutionary events in the future.1

Such model-based tools would have many vital humanitarian uses. For instance, they could help researchers under-
stand the dynamics of evolution of bacteria. Using the models, researchers could estimate how fast bacteria mutate
from a harmless to a harmful state and also find which states are passed through along the way. With these insights,
researchers could attempt to block harmful mutations. This is important because such mutations could enable antibi-
otic resistance, for example, which poses a growing, deadly, global threat. In addition, efficient models could help the
broader field of genetics with other applications, such as studying how organisms may be impacted and propagate un-
der different climate change conditions or other environmental disasters. These studies could aid attempts to minimize
damage and to make associated public policy decisions.
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Some models of evolution have been developed in the past.1, 2 The model presented here builds on previous work but
with the goal of enabling the inclusion of far more—potentially thousands more—biological characteristics. We model
evolution using the Fisher-Eigen strategy, also known as a Darwinian strategy, based on the work of Fisher3 and Eigen.2

Consider an arbitrary list of genetic characteristics. While each characteristic takes on discrete values, we can approxi-
mate each one as a continuous variable as long as the total number of organisms is large.4 We define a probability den-
sity function that tells us the proportion of the population with a specific value of a genetic characteristic at a specific
time. The Fisher-Eigen strategy models evolutionary adaptation to the environment through a differential equation that
controls this probability density function.

We then consider a fitness function, which represents the likelihood of successful reproduction of an organism given
a value of the genetic characteristic for that organism. We can think of this fitness function as the negative of a poten-
tial energy function; the population tends towards a local maximum, just as for a potential energy function an object
tends towards a local minimum. As an example, suppose we had a population of finches whose beaks varied in length.
We can imagine that certain lengths would be optimal for certain types of food, and that there would be local maxima
centered around each such length.

With a fitness function, we can model the population given the initial condition of the population at time zero using
the Fisher-Eigen equation as defined in previous works.5, 6 This equation includes a comparison of the local fitness at
every point to the average fitness of the entire population, making it a global selection process. It also includes a diffu-
sion term that represents random changes in the population over time.

Dunkel et al. contrasted the Fisher-Eigen strategy with the Smoluchowski process (a model for particles in Brownian
motion) as a model for evolution.5 The Smoluchowski process, which comes from thermodynamics, is based on local
interactions between particles and the potential, as opposed to the global selection used in the Fisher-Eigen strategy.
Dunkel et al. looked at the case where the fitness function is of the form ax2 − bx4 with a, b > 0. The potential associ-
ated with such a fitness function is called a symmetric double-well potential.

Instead of computing the solutions exactly, Dunkel et al. estimated the transition rates between the two wells of the po-
tential function using an eigenvalue analysis. They used a system of master equations, which models how a system of
multiple states evolves. Each master equation describes the probability of being in a state through a differential equa-
tion involving transition rates with all of the states. In the study by Dunkel et al. there were two states, each represent-
ing a well of the potential function. There were equal transition rates between the states due to the symmetry of the
fitness function. By expanding the probability density function in terms of the eigenfunctions of the Hamiltonian oper-
ator H = −D∇2 + U , they were able to estimate the transition rate in terms of the first two eigenvalues of H .5

Dunkel et al. analyzed these two strategies when the fitness function was quadratic and found an exact solution for
each.7 For general fitness functions, however, the equation is unsolved analytically. Furthermore, simulating the equa-
tion quickly becomes computationally infeasible as the number of phenotypes grows. In practice, one would hope to
model a population that varies in hundreds or even thousands of phenotypes, but this is impossible when considering a
numerical simulation of the Fisher-Eigen equation.

We model a population that evolves according to the Fisher-Eigen process but using a system of ordinary differential
equations (ODEs) over a network. The motivation for constructing such a model is to simplify the modeling of high-
dimensional fitness landscapes and avoid needing to take data samples at different times. Pearce et al.8 introduced such
a technique in the case of a Smoluchowski process. Their work proceeds as follows. First, gather data on a population
at a specific time. Then, project the data onto a lower dimensional space. In this new space, find clusters of points and
associate them with nodes of a network. Consider these nodes as the minima of some function analogous to a poten-
tial energy. Then, analyze the dynamics of such a network. Finding the transition rates between states is enough to
reconstruct the dynamics of the population in the original landscape. This allows one to calculate quantities such as the
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average time to move from one state to another.

We perform a similar analysis on networks which behave according to the Fisher-Eigen process. This allows one to
model a population which evolves according to the Fisher-Eigen process but over a high-dimensional landscape. How-
ever, studying networks is more difficult for the Fisher-Eigen process than for the Smoluchowski process because of the
global selection property of the Fisher-Eigen process. In the Smoluchowski process, each individual particle behaves as
it would in equilibrium because the selection process is only based on local behavior.5 In contrast, for the Fisher-Eigen
process an individual organism behaves differently depending on whether or not the entire population is in an equilib-
rium state. However, if we measure the population at equilibrium, we can determine the fitness landscape, which we
can then use to study the dynamics of the population, provided we can analyze the dynamics of an arbitrary fitness
landscape.

In the ODE model presented here, the domain is split into 3 regions. The integrals over each region are modeled using
a system of ODEs. To derive these ODEs the flux between regions is computed and is used to calculate the transition
rates between nodes. The purpose of this method of finding transition rates is to demonstrate that there exist transi-
tion rates that make the ODE model accurate. To implement this model in practice, however, some other technique
of calculating the transition rates that does not rely on knowing the data at every time would be used. For example,
researchers could mark population members and measure the average transition time between regions.

This paper demonstrates by simulation that data from the equilibrium state can be used to model the selection process
as a system of ODEs over a network. The organization of the paper is as follows. Methods and Procedures gives a math-
ematical description of the problem and explains how a 2-dimensional fitness landscape was simulated and the ODE
model was constructed. The outcomes are discussed in Results. Conclusions provides areas of future research and conclu-
sions.

METHODS AND PROCEDURES
We model a phenotype as taking values x in Rn. Let p(x, t) be the probability density function of the population at a
time t ∈ R≥0. For a given time t, p(x, t) is a probability density function describing the distribution of the population
over the phenotype space. As an illustrative example, we use a colony of bacteria.

We also have a fitness function F (x) defined over the phenotype space. Roughly, this tells us the likelihood of success-
ful reproduction for an organism with phenotype vector x. Let U = −F be the potential associated with the fitness
function. Then the Fisher-Eigen equation is

∂p(x, t)

∂t
= (U(t)− U(x))p(x, t) +D∇2p(x, t), Equation 1.

where U(t) :=

∫

Rn

U(x)p(x, t) dx is the average potential of the population at time t, and D > 0 is the diffusion con-

stant. The diffusion constant in this case is a property of the phenotype space that expresses the flux of the population
through an area over time, based on a population gradient. The distance and area units of D are in quantified pheno-
types, which may be aggregated phenotypes as a result of dimension reduction. The time units of D will be appropri-
ate to the system under study, such as days, years, generations or lifetimes.

We simulated the Fisher-Eigen process for a specific 2-dimensional fitness landscape using MATLAB. The particular
landscape was chosen so that it could be modeled as a network of three nodes while still possessing interesting dynam-
ics; in one dimension, the three node situation is less interesting because organisms on each of the outer nodes have to
pass through the middle node to get to the other side. In two dimensions, however, organisms can move around the
middle node. In the case of bacteria, such a relationship between phenotypes and fitness could be present, for example,
if phenotypes 1 and 2 were chemical resistance and adhesion, respectively. The highest peak would represent the phe-
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notypic region in which bacteria have sufficient adhesion to attach to a host in the environment. The optimal level of
chemical resistance in the bacteria would then depend on whether or not they have such adhesive properties, forming
the two smaller peaks around different levels of chemical resistance.

We selected the fitness function to be the following:

F (x1, x2) = 3e−20(x2
1+(x2−

√
3
2 )2) + e−10((x1+0.5)2+x2

2) + e−10((x1−0.5)2+x2
2)+

+
1

2
e−15(x1−0.25)2−5(x2−

√
3
4 )2 +

1

2
e−5x2

1−15x2
2 − 1

10
(x2

1 + x2
2).

We chose the fitness function with one global maximum and two other local maxima. This gave the highest peak at

P1 =

(
0,

√
3

2

)
, the middle peak at P2 = (0.5, 0), and the lowest peak at P3 = (−0.5, 0). The smaller Gaussians cre-

ated a less steep valley between P3 and P2 and between P2 and P1. The last term was added so that the boundary of
the space would have a low fitness. The population starts out at the lowest peak and moves toward the highest one.
Some bacteria move towards the highest peak directly but are slowed down because of the steepness of the highest
peak. However, by first moving to the middle peak, the bacteria can move to the highest one more easily. Which of
these paths is optimal depends on the parameters in the fitness function and is reflected in the transition rates between
peaks. The fitness function is shown graphically in Figure 1.
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Figure 1. Fitness function used in the Fisher-Eigen equation

We modeled this process with a partial differential equation simulation of a discretized representation of the phenotype
space around the peaks of the fitness function. We discretized the space and simulation time steps sufficiently to accu-
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rately capture the dynamic and steady state behavior of the Fisher-Eigen equation. We also tested the sensitivity of the
responses to discretization granularity. A typical choice for the setup was a simulation area of [−1.5, 1.5] × [−1.5, 1.5]

and the time interval [0, 25] using ∆x1 = ∆x2 = 0.04 and ∆t = 0.001. We modeled p by

p(x, t+∆t)− p(x, t)

∆t
= (U(t)− U(x))p(x, t) +D∇2

hp(x, t),

where
U(t) =

∑
U(x)p(x, t)∆x1∆x2

is the average energy and

∇2
hp((x1, x2), t) =

p((x1 +∆x1, x2), t) + p((x1 −∆x1, x2), t)− 2p((x1, x2), t)

(∆x1)2

+
p((x1, x2 +∆x2), t) + p((x1, x2 −∆x2), t)− 2p((x1, x2), t)

(∆x2)2

is a finite difference operator representing the diffusion term. We added a Dirichlet boundary condition p(x, t) = 0

whenever x lies on the boundary of the simulation area. We also tried Neumann boundary conditions of ∇p(x, t) = 0

and obtained similar results. We used the RK4 method to time step based on this equation.

We chose time steps sufficiently small such that

p(x, t) > 0, ∀x ⇒ p(x, t+∆t) > 0, ∀x. Equation 2.

so that p would remain positive in all cases. Assuming p is positive everywhere at time t, then D∇2
hp(x, t) >

−4Dp(x, t)

(∆x1)2
,

since the tiles are square so ∆x1 = ∆x2. Furthermore, we see that (U(t) − U(x))p(x, t) > −3.5p(x, t) by finding the

extrema of U with numerical methods. Substituting
p(x, t+∆t)− p(x, t)

∆t
>

(
−3.5− 4D

(∆x1)2

)
p(x, t) into Equa-

tion 2 gives the ∆t constraint for the full PDE:

∆t ≤
(
3.5 +

4D

(∆x1)2

)−1

.

In particular, choosing ∆t = 0.001 and ∆x1 = ∆x2 = 0.04 works as long as D ≤ 0.39. After each time step, we
divided p by its integral

∑
p(x, t)∆x1 ∆x2 so that p would remain a probability distribution, to account for any loss

of population, for example due to numerical precision.

To analyze the dynamics of this system, we split the space into 3 regions corresponding to the nodes of the network
function that will model the system as an ODE. We chose basic linear region partitions based on the centers of the
three fitness peaks in this model. Future work could study whether other partitioning schemes add more accuracy such
as using saddle lines, equipotential-like isolines, or other model-based partition lines. The behavior of each region in the
PDE will be lumped into an ODE equation for the network model:

Ω1 =

{
(x1, x2) ∈ [−1.5, 1.5]× [−1.5, 1.5] : x2 >

∣∣
√
3

3
x1

∣∣+
√
3

6

}

Ω2 = (0, 1.5]× [−1.5, 1.5] \Ω1

Ω3 = [−1.5, 0]× [−1.5, 1.5] \Ω1.
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These regions are depicted in Figure 2.
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Figure 2. Partitioning the phenotype space into regions corresponding to network nodes. Contours show the fitness function peaks.

Let Ii =
∫

Ωi

p(x, t) dx, which represents the total population in region Ωi. From the equation

∂p(x, t)

∂t
= (U(t)− U(x))p(x, t) +D∇2p(x, t),

we integrate both sides over the region Ωi to obtain

∫

Ωi

∂p(x, t)

∂t
dx = U(t)

∫

Ωi

p(x, t) dx−
∫

Ωi

U(x)p(x, t) dx+D

∫

∂Ωi

(∇p(x, t)) · �n ds, Equation 3.

where ∂Ωi is the boundary of Ωi and �n is the outward-pointing unit normal to ∂Ωi. The last term follows by the Di-

vergence Theorem. Differentiating under the integral sign, we see that the left hand side is
dIi
dt

. The last term on the
right hand side is the flux through Ωi, which because of the boundary condition is the flux through the two line seg-
ments surrounding Ωi. If we let Jij be the flux from Ωj to Ωi through the segment bordering Ωi and Ωj , we have

Jij = −Jji and Jij + Jik = D

∫

∂Ωi

(∇p(x, t)) · �n ds when i, j, k are all distinct. Then Equation 3 becomes

dIi
dt

= U(t)

∫

Ωi

p(x, t) dx−
∫

Ωi

U(x)p(x, t) dx+
∑
j �=i

Jij . Equation 4.
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We approximated the flux across each boundary segment by discretizing the segment into N equally spaced points

{x1,x2, · · · ,xN} and taking the summation D

N∑
i=1

∇p(xi, t) · �n ds, where ds =
L

N
, L is the length of the segment,

and �n is the unit normal vector to the segment bordering Ωi and Ωj going from Ωi to Ωj . We found that N = 15 was
sufficient to obtain an accurate approximation by testing the sensitivity of the result to line segment length, as we did
with area and time discretization.

Let Ui(t) =

∫
Ωi

U(x)p(x, t) dx∫
Ωi

p(x, t) dx
. Because in each region we expect the population to be relatively stable around the

peak, we assume that Ui(t) is approximately constant. Thus, we can approximate Ui(t) by its value at equilibrium,

which is denoted U
eq
i . At equilibrium, we have

dI1
dt

=
dI2
dt

=
dI3
dt

= 0. Note that Equation 4 is unchanged if we add a

constant to U(x). Hence, we may assume that U(t) = 0 at equilibrium. Then Equation 4 becomes, at equilibrium,

0 = −U
eq
i I

eq
i + J

eq
ij + J

eq
ik . Equation 5.

We can rearrange this equation and use the fact that Jij = −Jji to solve for U eq
i in terms of three of the fluxes and the

Iis.

U
eq
1 =

−J
eq
21 − J

eq
31

I
eq
1

Equation 6.

U
eq
2 =

J
eq
21 − J

eq
32

I
eq
2

Equation 7.

U
eq
3 =

J
eq
31 + J

eq
32

I
eq
3

. Equation 8.

We approximate the flux Jij as being linear in Ii and Ij . In the case of a Smoluchowski process, such an assumption
is reasonable because particles move essentially independently of the global movement of all the particles, so the rate
of movement between peaks depends only on the number of organisms at each peak. In contrast, for the Fisher-Eigen
process the chances of an organism surviving a crossing depends on the organism’s fitness relative to the entire popu-
lation, so it is not immediately clear that the flux can be linear in each population. We set up a linear flux model for
Fisher-Eigen and show the process with details explained in the following paragraphs.

We wish to model Jij as kjiIj − kijIi, where kij is the transition rate from i to j. We assume that the transition rates
are independent of time. Assuming such an approximation holds, from the equilibrium data we obtain 3 equations for
the 6 unknown transition rates. In theory any set of transition rates that satisfies these equations will give an equilib-
rium solution for the ODE model that matches that of the PDE simulation. However, to ensure the ODE model fol-
lows the dynamic behavior of the PDE simulation, the transition rates should be chosen so that the flux approxima-
tions are accurate over time. Therefore, we used the least squares method to find the transition rates by comparing the
actual flux over time extracted from the PDE simulation with the linear model of flux over time. We ran a transient
simulation with a starting population far from equilibrium, and ran the simulation until the population and flux settled
into equilibrium values. We split the time interval into equally spaced points t1, t2, · · · , tM , typically using 300 to 600
sample points.
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Consider the following matrices:

X1 =




I2(t1) I3(t1)

I2(t2) I3(t2)
...

...
I2(tM ) I3(tM )




, Y1 =




J32(t1)

J32(t2)
...

J32(tM )




.

We found a vector β1 = (k23,−k32)
T that minimized |Y1 −X1β1|2. Similarly, we found vectors β2 = (k13,−k31)

T and
β3 = (k12,−k21)

T for the corresponding matrices for J31 and J21.

We chose initial conditions that put 98% of the population in region 3, in a narrow Gaussian centered on the fitness

peak in that region. Finding such a starting population p(x, 0) = p0(x) required estimating
∫

Ω3

p0(x) dx. To do this,

we used a quadrature scheme analogous to that of the entire domain, choosing ∆x1 = ∆x2 = 0.04. We took the sum-
mation

∑
x∈Ω3

p0(x)∆x1∆x2 over all squares contained within Ω3. We then varied the parameters of the Gaussian p0 so

that this summation would be approximately 0.98.

As the simulation progressed to equilibrium, population flowed to regions 1 and 2 with the final value in region 3 be-
ing the smallest. The final values in all three regions depend on the fitness function and the diffusion constant D. At
the beginning of the simulation, there is a short lag time while the initially applied population starts to flow resulting
in rapid flux changes briefly. Thus, using t1 = 0 causes error in computing the kij ’s. We typically started flux samples
for the least squares fit calculations at approximately time t1 = 1 out of a total simulation time of 25.

With the transition rates, we obtain a system of ODEs that models I1, I2, and I3.

dI1
dt

=

(
3∑

i=1

U
eq
i Ii − U

eq
1

)
I1 − k12I1 + k21I2 − k13I1 + k31I3

dI2
dt

=

(
3∑

i=1

U
eq
i Ii − U

eq
2

)
I2 − k23I2 + k32I3 − k21I2 + k12I1

dI3
dt

=

(
3∑

i=1

U
eq
i Ii − U

eq
3

)
I3 − k31I3 + k13I1 − k32I3 + k23I2.

We then simulated this system of ODEs using MATLAB’s built in ode45 function. We used the same time interval as
in the PDE simulation, typically [0, 25]. The initial conditions on Ii were the same as the initial conditions of the PDE
simulation, with 98% of the population starting in region 3.

RESULTS
We ran the simulation outlined in Methods and Procedures with D varying between 0.01 and 0.2. Figure 3 shows the
equilibrium population distribution computed by the PDE simulation. Figure 4 shows the initial population distribu-
tion with the sharp peak in region 3. To check the accuracy of the linear model of flux, we plotted it against the flux
that was computed as previously described during the transient response of the PDE simulation. The plots of J32, J31,
and J21 for both D = 0.01 and D = 0.09 are shown in Figure 5.
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(a) D = 0.01 (b) D = 0.05

(c) D = 0.09 (d) D = 0.20

Figure 3. Equilibrium population distribution computed by PDE simulations for various D values
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Figure 4. Starting population for transient simulations has 98% of the population in region 3

Figure 5 provides numerical evidence that for both large and small D, the linear models are an accurate approximation
of the flux terms. The linear models all approximate the long-term behavior of the actual fluxes, and in general the flux
and linear model are similar qualitatively. The largest error in these models appears for small t, which indicates that
there still may be a loss of accuracy due to a lag time at the start of the simulation.

Once we obtained the transition rates from these models, we used Equation 6, Equation 7, and Equation 8, along with
the equilibrium data from the PDE simulation, to find the remaining coefficients U eq

i . We then simulated I1, I2, and
I3 by a system of ODEs, as described in Section 3. Figure 6 shows the values of Ii over time as described by the PDE
simulation and by the ODE model for D = 0.09, D = 0.05 and D = 0.01, respectively. Table 1 shows the values of kij
and U

eq
i used for each of the simulations shown in Figure 6.

The ODE model has the desired property of reaching the same equilibrium state as the actual PDE simulation. Quali-
tatively the graphs show similar dynamics. However, the time the ODE model takes to reach equilibrium is sometimes
slightly less than the time the PDE model takes, particularly for small D.

One possible cause of the increased rate for the ODE model is that there is no lag to move around a peak. In the PDE
model, once an organism has entered one of the three regions it takes time for that organism to move within that re-
gion to reach a point where it can move to another region. In contrast, in the ODE model, once an organism moves
to a region it can instantly move to a different region at the next time step. The lag is more pronounced with slower
diffusion (lower D values). Also for these trial simulations to validate the mathematical models, the population starts
at an artificially narrow peak in the interior of one region, so minimal flux is present until some population reaches an
edge, during which the PDE simulations show no population changes initially. For a more natural initial population
smoothly distributed through the phenotype space, some flux will be present at the region boundaries which will mini-
mize the PDE response lag times and allow the PDE and ODE responses to match more closely.

Based on our trials, the ODE model will reach an equilibrium state determined only by the transition rates kij and av-
erage fitness Ui. That is, one can change the initial distribution of the population without changing the equilibrium so-
lution. For example, instead of having all the population start at the lowest fitness peak, one could have them all start
at the middle peak or the highest peak. Figure 7 shows the results from running the D = 0.09 case with those three
initial conditions, using parameters kij and U

eq
i determined by the D = 0.09 case analyzed for Figures 5 and 6.
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(a) J32;D = 0.09
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(b) J32;D = 0.01

0 5 10 15 20 25

Time

-1.6

-1.4

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

F
lu

x
 J

3
1

Line integral of PDE simulation

31
 I

3
+k

13
I
1

(c) J31;D = 0.09
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(d) J31;D = 0.01
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(e) J21;D = 0.09
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(f) J21;D = 0.01

Figure 5. Comparison of the linear model of flux with the actual flux
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(a) PDE Simulation; D = 0.09
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(b) ODE Model; D = 0.09
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(c) PDE Simulation; D = 0.05
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(d) ODE Model; D = 0.05
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(e) PDE Simulation; D = 0.01
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(f) ODE Model; D = 0.01

Figure 6. Comparison of the PDE simulation with the ODE model for various D values. Initial condition: 98% of population starts in a narrow peak in
region 3.
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D k12 k13 k21 k23 k31 k32 U
eq
1 U

eq
2 U

eq
3

0.09 0.1221 0.1086 0.1233 0.1256 0.1063 0.1148 -0.0950 0.0403 0.1321
0.05 0.0743 0.0650 0.0819 0.0934 0.0698 0.0808 -0.1020 0.1493 0.2915
0.01 0.0047 0.0032 0.0218 0.0043 0.0127 0.0169 -0.0078 1.1193 1.3732

Table 1. Coefficients of the ODE Model for the simulations shown in Figure 6.
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(b) Start at middle peak
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(c) Start at low peak
Figure 7. Results of the ODE model under the same parameters and three different initial conditions; D = 0.09

As an example of a practical application of the ODE model, highlighting the precision of the equilibrium state as well
as the well-matched transient response, Figure 8 shows the population evolution after a sudden (step) change in the en-
vironment affecting the fitness function. Returning to the example of a colony of bacteria, if an antibiotic were intro-
duced that targeted bacteria whose phenotypes were similar to those of Ω2, the fitness function for their environment
would undergo a sudden change. In the example run in Figure 8, the fitness peak in region 2 drops by a factor of 4
due to the antibiotic. For the ODE model, the values of U eq

i are computed as before (using the equilibrium data with
Equation 6, Equation 7, and Equation 8) so as to match the modified fitness function, but the transition rates for the
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original fitness function are used. Both the PDE and ODE models were run in this new setup, where the initial con-
ditions were the equilibrium solutions of the original setup. The PDE and ODE transient responses are very similar,
showing the decline in the region 2 population over time and relative increase in region 1 and 3 populations (which are
not targeted by the antibiotic). In this case, the ODE model with 3 nodes generates nearly the same results as the PDE
simulation with over hundreds of grid points and thousands of time steps. This clearly demonstrates the potential of a
network model for the Fisher-Eigen equation, which could be scaled up to much more complex fitness functions and
phenotype spaces.
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(a) PDE Simulation
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(b) ODE Model
Figure 8. Comparison of the PDE and ODE response to a sudden change in fitness environment; D = 0.09

CONCLUSIONS
This paper detailed a simulation of the Fisher-Eigen process for a 2-dimensional fitness landscape, and it explained the
use of this simulation in constructing a model of the Fisher-Eigen process as a system of ODEs over a network. The
results indicated that the flux between two nodes in the network could be approximated as a linear combination of
the integrals of the probability density over each region. The results also showed that this ODE model reached well-
matched transient and precise equilibrium solutions. The motivation for constructing such a model was to simplify the
modeling of high-dimensional fitness landscapes and model dynamic behavior with data taken from equilibrium condi-
tions. This prototype can be replicated by others, and the savings in computational complexity could enable the inclu-
sion of far more phenotypes and more complicated fitness functions than can be used in current Fisher-Eigen models.
These new models could illuminate behavior for populations previously too complex to predict. The models could be
used to combat the growing public health menace of antimicrobial resistant pathogens, for example, as well as many
other applications.

To implement this model in practice, one would need to find the transition rates kij without relying on the flux data
taken over time. One such method would be to derive analytic expressions for these transition rates. The method for
doing so would be similar to that of previous work.5 First, use spectral analysis to determine an equation for the prob-
ability density p(x, t) in terms of eigenfunctions. Then, truncate the eigenfunction expansion to obtain an approximate
solution for p(x, t). After solving the master equation in terms of the transition rates, compare the expression it gives
for Ii(t) with the one given by integrating the truncated eigenfunction expansion over Ωi. From this equation derive
approximate expressions for the transition rates in terms of the first few eigenvalues.
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Another direction of future work could be to prove some of these results analytically. One could attempt to prove that
the initial conditions do not affect the equilibrium state of the ODE model, and further that the ODE model is asymp-
totically stable, which it appears to be in practice. A more difficult task would be to determine for which cases the flux
is approximated well by linear models. Based on our trials, we would expect the approximation to be better for smaller
D.

We would also like to study the dynamics of the ODE model where it differs at a fine grain level from those of the
PDE model. The network model is a lumped model of the system, which assumes state variables of a node such as
population density apply everywhere in the node. Slow diffusion with low D values results in larger differences in pop-
ulation density across a node, making the accuracy of a single lumped model more problematic compared to the PDE
model. With this in mind, one possible modification to the ODE model would be to generate additional subnodes to
model diffusion within a top-level model based on D and the size of the region. Also, adding transition nodes between
each region may capture additional diffusion effects. Another aspect of improving the ODE model would be studying
the initial conditions such that the ODE model could match the PDE more closely at time t1 = 0.

Another area of focus for future work would be other partitioning schemes and criteria for mapping a phenotype space
onto a network of nodes based on the biological data. For larger and more complex systems, these methods would re-
quire algorithms and automation. We would also like to extend this work to fitness functions other than the one cho-
sen. It would be interesting to consider fitness functions which produce much more complicated networks, in which
organisms have many viable paths to reach peaks. Also, we would like to consider fitness functions in higher dimen-
sions. A 2-dimensional fitness function is a reasonable starting place, but it does not capture the complexity that would
be involved in modeling in higher dimensions.
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PRESS SUMMARY
This research presents a mathematical model for biological evolution based on a partial differential equation known
as the Fisher-Eigen (FE) process. This equation describes the evolution of a population within a space of genetically
guided characteristics, or phenotypes. The FE equation also depends on the choice of a fitness function that represents
the likelihood of survival at each value in the phenotype space. The FE model has been studied analytically for sim-
ple fitness functions, but in general becomes too complex to analyze or simulate when many phenotypes are included.
The goal was to form a more feasible model that successfully captures the dynamics of the original but enables the in-
clusion of more–potentially thousands–of phenotypes. For the design, the FE process was first simulated over a 2D en-
ergy landscape using MATLAB. It was assumed that organisms could be clustered into groups that share similar genes,
and then the interactions between these groups could be studied. Next, system of ordinary differential equations over
the network of these groups was created and it was shown that model found the correct equilibrium solution. The re-
sult was a computationally feasible model that captures the behavior of a population over time. This prototype can be
replicated by others to make modeling of this high-dimensional data feasible, allowing researchers to predict dynamic
behavior based on equilibrium data.
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ABSTRACT 
People living in food-insecure households may experience access-related barriers to preparing and consuming fresh produce, such 
as high cost and limited local availability. Nutrition interventions that incorporate improved access play a decisive role in 
overcoming these barriers. The urban bus hub fresh produce market was developed to address food insecurity in Dayton, Ohio. 
Over four months, dietetic students from a four-year, private, mid-western university provided cooking demonstrations and 
recipe distribution nutrition interventions at the market. We used a quasi-experimental study design to determine the effectiveness 
of the cooking demonstration and recipe distribution intervention on access-related barriers at the urban bus hub fresh produce 
market. A ten-item quantitative questionnaire, on a Likert-type scale from 1-10, with 10 as a more favorable response, and four 
open-ended questions were administered once to each consented participant (N=33) to examine the recipe effectives and explore 
the access-related barriers. T-tests were used to examine barriers from the questionnaire and determine differences between 
participants who made the recipe and participants who did not make the recipe. Results of the t-test indicate no significant 
difference between those who made the recipe and those who did not make the recipe (p>0.05). Mean scores for affordability, 
acceptability, accommodation, availability, and accessibility on the then ten-item questionnaire were 7.83, 8.44, 9.19, 9.38, and 
8.44, respectively. Thematic analysis results were used to examine the barriers from the open-ended questions further and revealed 
that affordability and time barriers were present in the priority population. Lack of money, job loss, and unemployment were 
identified as contributing to affordability barriers and transportation and time to shop, prepare, or cook produce, and to find 
mealtimes were identified as contributing to time barriers. Nutrition professionals should continue developing appropriate 
interventions for affordability and time barriers in convenient locations for participants to encourage fruit and vegetable 
consumption and to establish evidence-based practices. 
 
KEYWORDS 
Cooking demonstrations; food insecurity; produce consumption barriers; nutrition intervention; food stand; recipe distribution; 
bus hub  

 
INTRODUCTION  
The definition of food security, as defined by the United States Department of Agriculture (USDA), is “access by all people at all 
times to enough food for an active, healthy lifestyle.”1 Currently, concerning 11.8% of the nation reports some level of food 
insecurity, a household condition of uncertain or limited access to an adequate food supply.2 The state of Ohio has a food 
insecurity rate of 16.0%, 4.2% above the national average, with the city of Dayton at 18.0%.2-4 Low socioeconomic status and low 
educational attainment often lead to food insecurity and may result in poor dietary behavior.5-8 Furthermore, food insecurity is a 
national concern due to its association with poor mental and physical health.5-8  
 
Food insecurity is negatively associated with recommended fruit and vegetable intake,5-7 but positively related to unhealthy fat, 
refined sugar, and processed food intake,6-8 which may increase the risk for obesity.7 Addressing barriers related to consuming 
fruit and vegetables within food insecure populations could promote overall health. For instance, research indicates that fruit and 
vegetable consumption is associated with the ability to purchase and prepare fresh fruits and vegetables.5-8  
 
Researchers have explored the barriers impacting fresh produce purchase, preparation, and consumption in low-income 
populations. The barriers relate to behaviors, attitudes, environments, education, and socioeconomic status.6-11 Environmental 
barriers include transportation, food cost, store locations, and hours of operation.9 Behavioral and attitudinal barriers include 
cooking skills, perception of time, discipline, lethargy, social values, norms, and consumer needs.7, 9-11 A few studies have 
connected these barriers into five access-related dimensions: availability, accessibility, affordability, accommodation, and 
acceptability.9-10 These five barriers were first identified by Penchansky and Thomas, as they identified a taxonomic definition for 
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access as it related to healthcare systems and healthcare services.12  Caspi, Sorensen, Subramanian, and Kawachi were the first 
researchers to connect the five dimensions of access to the food environment and diet.10 Availability referred to locality and the 
supply of food, accessibility to transportation and travel time to get to the food supply, affordability to food cost, accommodation 
to consumer acceptance and adequacy to meet their needs, and acceptability to attitudes, including values and norms, towards the 
food supply.9-10 Nutrition interventions have been created, either directly or indirectly, to target the barriers associated with these 
five dimensions of access.5, 8, 11, 13-15  
 
Several studies assessed the impact of cooking classes and incentive programs at farmer’s markets to help address barriers of 
affordability and acceptability. 13-15 In one study, the farmer's market personnel provided a monetary incentive to help reduce 
produce cost and provided cooking classes to increase knowledge of fresh produce, self-efficacy, and healthy dietary behaviors.13 
The focus groups and survey responses indicated the incentive program and cooking classes at the farmer's market increased fruit 
and vegetable consumption and positively changed their attitudes towards fruit and vegetables.13 Another study evaluated produce 
availability at markets and consumers knowledge of what was available through nutrition education.14 The nutrition education 
connected consumers, farmers, and food assistance program to evaluate the use of the fresh produce at the market.14 Availability, 
affordability, and accessibility barriers were also studied in senior citizen populations where they were provided with vouchers as 
farmer’s sold their produce at established and new locations.14 Incentives and cooking classes or demonstrations are encouraging 
ways to increase fruit and vegetable consumption for low-income individuals by addressing the identified barriers, both 
environmental and behavioral.11, 13-15 Furthermore, increased fruit and vegetable consumption, as a result of nutrition education 
paired with monetary incentives, is associated with reduced risk for food insecurity.5, 8  
 
Another aspect of food access that is critical to understand is the concept of food deserts. A food desert is an area where there is 
inadequate access to healthy foods, such as fruits, vegetables, and whole grains.16 Food deserts contribute to the dimensions of 
access because it is a way to understand the accessibility dimensions, relating to travel and proximity of food supply. Dayton, 
Ohio is located within Montgomery County, where 66% of the food deserts in the county are located in the downtown area.17 
Homefull, a local non-profit that addresses homelessness in the Dayton area, created a bus hub market to help address this 
accessibility barrier. 
 
The market is a fresh fruit and vegetable stand located adjacent to the public transportation hub in downtown Dayton, Ohio. 
Homefull clients, who are part of a work entry program, oversee the market and the Homefull microfarm.18 Customers may pay 
for produce using Electronic Benefit Transfer (EBT), credit, or cash. In January of 2017, dietetics students from the University of 
Dayton began to implement weekly cooking demonstrations at the bus hub market to increase knowledge regarding fresh produce 
preparation, using culturally-appropriate recipes. Individuals at the bus hub could stop and watch the demonstration, sample food, 
speak with the students, and take a recipe card. The recipe card listed the ingredients, directions, nutrition facts, and describes 
health facts related to produce in the recipe. The primary researcher tailored the recipes for the priority population to be healthy, 
culturally appropriate, affordable, simple, and quick. The objective of this study was to assess the impact of cooking 
demonstrations on perceived barriers to fruit and vegetable preparation and consumption at the public transit hub produce 
market in downtown Dayton using quantitative and qualitative methods. 
 
METHODS AND PROCEDURES 
Study Design 
This was a quasi-experimental study approved by the University of Dayton’s Institutional Review Board.  
 
Participants 
The primary researcher recruited participants, using convenience sampling methods, during the cooking demonstrations at the 
bus hub market. Individuals who approached the cooking demonstration table took a recipe and were >18 years old met the 
inclusion criteria. 
 
Setting 
The market has five to six food stands in a U-shape inside the bus hub. Centrally located is a check-out stand and on either side is 
one produce stand. There are 1-2 produce stands adjacent to these, making a U-shape. For the demonstrations that occurred once 
a week, the market manager would move the stands on the left side to create space for the portable sink and table. 
Additionally, one of the stands with a steel demonstration surface was used. Each surface was sanitized before use. Figure 1 
indicates the set-up of the cooking demonstrations in the market.   
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Figure 1. Market Set-Up and Demonstration Area.  

 
Intervention Procedures 
Cooking demonstrations occurred from August 2017 – February 2018, once a week in bus hub market. There was a total of 19 
demonstrations and 19 recipes used. Demonstrations ranged from 1.5-2 hours, including set up and clean up time, depending on 
the recipe selected. The primary researcher selected a weekly recipe and performed the cooking demonstration with a trained 
dietetic student demonstrator, where recipe cards and samples were distributed. During the demonstrations, the dietetic students 
and primary researcher’s engaged in casual conversation with individuals walking by or stopping to try the samples. The students 
and researchers would ask how people were doing and if they wanted to try the recipe. They might also answer any questions 
individuals had about the demonstration or recipe. Figure 2 is a sample of the distributed recipe cards to individuals walking in 
the bus hub. Figure 3 shows the various demonstrations and some of the recipes used in the intervention.  
 

 

 
Figure 2. Recipe Card for Halfway Homemade Pizza. Side 1 has the recipe. Side 2 has the nutrition and food facts. 
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Figure 3. Cooking demonstrations at the food stand (Halfway Homemade Pizza & Sweet Potato Hash recipes). 

 
Survey Procedures 
Survey collection occurred between August 2017 – February 2018. Through informal conversation with individuals in the bus hub 
about the demonstration, the primary investigator explained the research and asked if the individual would be willing to 
participate. If willing, the individuals signed a consent form and completed the best way to be contacted. Seven to ten days after 
the participant filled out the forms, the primary researcher telephoned the participant. When the participant answered the call, the 
primary researcher asked them questions from the questionnaire, including open-ended follow up questions. 
 
Data Instrumentation  
A questionnaire assessing the five identified barriers was adapted from a previous study examining fruit and vegetable purchase, 
preparation, and consumption barriers. 9-10 The first item asked if participants made the recipe, which separated participants into 
the two groups of those who made the recipe and those who did not make the recipe. The remaining items were placed on a 1-10 
Likert type scale, and participants indicated their degree of agreement with each statement, with 10 as most agreeable and 1 as 
least agreeable. Items 2-10 assessed the identified barriers and utilized adapted key terms listed in Table 1 to ascertain the degree 
of agreement.     

 
Item Barrier  Key Terms  

2 Affordability Affordability of recipe 
3 Acceptability Convenience of recipe 
4 Accommodation Simplicity of recipe 
5 Affordability Affordability of F/V 
6 Acceptability Convenience of cooking F/V 
7 Accommodation Simplicity of cooking F/V 
8 Availability  Location of market 
9 Accessibility Hours market is open 
10 Acceptability Knowledge of F/V preparation 

 

Table 1. Questionnaire details: Items 2-10 
 
Open-ended questions were created to gain a better understanding of the reasons participants did or did not prepare the recipe. 
For those who prepared the recipes, questions included describing the experience with making the recipe, such as time, recipe 
modification, where produce was purchased, what went well, and what did not go well. For those who did not prepare the recipes, 
the primary question asked was what prevented participants from making the recipe, and informal follow up questions about the 
barrier were asked. 
 
Statistical Analysis  
T-test, frequencies, and correlations were analyzed using IBM SPSS Ed. 23. Frequencies were calculated for gender and those who 
made the recipe vs. those who did not. Means and standard deviations for each of the five barriers and age were determined. T-
tests were utilized to examine the mean difference between those who made the recipe versus those who did not make the recipe 
for each of the five barriers. Correlations were utilized to understand the relationship between recipe perception and fresh 
produce perception. Statistical significance was determined based on a 0.05 level. Thematic analysis was completed for the open-
ended follow up questions. The access-related barrier definitions were used to identify themes in the participant responses. 
Keywords and phrases in the participant's responses were categorized based on which access-related barrier they spoke to provide 
a sense of their lived experience related to each of the barriers.        
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RESULTS 
Thirty-three participants completed the questionnaire, and the open-ended follow up questions. Of these participants, 21 were 
female, and 12 were male. The participant age range was between 20 and 66 years, with a mean age of 42.45 (SD = 14.87). Of the 
33 participants, 17 made the recipe. Age and gender were collected; however, it was collected independently from the ten-item 
questionnaire and the four open-ended questions, so these variables could not be included in our analyses.      
 
T-Test Results 
Table 2 provides the average score for each of the five identified barriers, the t statistic, p-value, and eta-squared. Across the five 
categories for produce purchase, consumption, and preparation barriers, there was not a significant difference between those who 
made the recipes and those who did not make the recipes (p>0.05). The mean score for the five barriers were all above 7.00. 
Further, there was a minimal effect for each of the identified barriers.   
 

 
Table 2. Questionnaire Results Across Recipe Groups: mean, standard deviations, t-test, p-value, and eta-squared. 

 
Thematic Analysis Results  
The thematic analysis revealed detailed descriptions of the five identified barriers. Table 3 identifies key elements from the 
thematic analysis. One of the apparent barriers was affordability. Participants who made the recipe and participants who did not 
make the recipe indicated that it could be challenging to find the money to buy produce. Multiple factors for lack of money 
included low income, job loss, and unemployment. Additionally, grocery stores with competitive produce prices, such as Kroger, 
Aldi, and Save-A-Lot, contributed to variable produce affordability perception at the bus hub market because participants stated 
comparing produce prices at the Market to these grocers to find the "cheapest" produce possible.   
 
 Made the Recipe (N = 17) Did Not Make the Recipe (N=16) 
Affordability  Produce is more expensive in winter 

 Comparing produce prices to find 
the best deal 

 Lack of money to purchase produce (no 
income or lack of money) 

 Comparing produce prices to find the 
best deal 

Acceptability  Recipes were easy to follow  Forgetting the recipe 
 Could not get the ingredients at the store  

Accommodation  Recipes were helpful to have  
 Easy to substitute recipes 

ingredients with other produce 
preferences  

 Lack of time due to work or medical 
issues 

 Cannot cut/cook the produce in the 
same way as performed during the 
demonstration  

Availability   Market is a good location  Market is not always close, but it is a 
good location  

Accessibility   More open hours of operation 
would be helpful 

 Lack of time to get to the hub due to a 
job, traveling, or transportation 

 
Table 3. Open-Ended Questions: Thematic Analysis Key Ideas 

 

 t p-value η2 All Participants 
(N=33) 

Made the Recipe 
(N=17) 

Did Not Make the 
Recipe (N=16) 

    Mean SD Mean SD Mean SD 

Affordability 0.868 .39 .02 7.83 2.08 8.13 1.91 7.50 2.27 

Acceptability 1.599 .12 .08 8.44  1.44 8.82 1.42 8.04 1.38 

Accommodation 0.148 .88 <.01 9.19 1.23 9.22 1.50 9.16 0.89 

Availability  -0.661 .52 .01 9.38 1.54 9.21 1.81 9.56 1.21 

Accessibility  1.583 .12 .08 8.44 1.89 8.94 1.34 7.91 2.27 
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Even more evident than affordability, the open-ended questions revealed that time was the most prominent barrier for those who 
did not make the recipe. Time prevented people from making the recipe. Time, as understood by participants, included time to 
find transportation to the store, shop for ingredients and produce, prepare and cook the recipe, and sit down and eat the prepared 
food. The barriers mentioned that required time and prevented people from making the recipe encompassed medical issues, job, 
travel, and transportation. 
 
For those who made the recipe, key themes encompassed ideas on recipe simplicity and convenience, and self-efficacy of the 
participants. Although these did not appear to be barriers, participants mentioned that these factors helped them make the recipes 
on their own. Participants in this group also demonstrated a motivation to make the recipe by using phrases including a healthy 
lifestyle, eating more fruits and vegetables, healthy cooking, and concern for overall health. 
 
DISCUSSION 
Evaluating Barriers and the Nutrition Intervention 
The purpose of the present study was to assess the impact of fresh produce cooking demonstrations and recipe distribution at an 
urban bus hub fresh produce market on the five identified barriers to recipe preparation and fruit and vegetable intake. Although 
there were no significant findings, understanding the impact of the null findings is essential for nutrition professionals. The null 
findings suggest the need for more evidence-based nutrition interventions for the priority population.  The null findings differ 
from previous research, which suggests that similar target populations encounter the five identified barriers.9, 13, 15, 17, 19 The 
barriers found in previous research for low-income and food insecure populations include psychosocial, environmental, and 
educational barriers, encompassing the five barriers explored in this research.5-9, 13, 15, 17, 19 Research indicates that addressing these 
barriers is vital for nutrition professionals. Studies have explored how nutrition professionals have the potential to address these 
barriers through gardening classes, cooking demonstrations paired with monetary incentives, and incentives paired with nutrition 
education.11, 13-15 However, the findings from this research support the continual evaluation and re-assessment of nutrition 
interventions in less studied locations, such as programs in transportation hub markets, to begin developing more evidence for 
practice in these settings. Since food access related to transportation has been found to impact fruit and vegetable purchase and 
consumption, the need for interventions related to transportation might be valuable to nutrition professionals. 1, 9-11, 17 Nutrition 
professionals can impact nutrition messages in these settings.1, 9, 11, 17 This study provides a starting point for further research on 
nutrition interventions in unique settings. 
 
Exploring the implications further, one common trend is the affordability barrier. Although not significant between the two 
groups studied, affordability had the lowest mean score across all five barriers. This is consistent with comments collected in the 
open-ended questions that reveal fresh produce purchase, preparation, and consumption is still largely dependent on the 
affordability of fresh produce. Since the cost was a central component of the thematic analysis and the lowest mean score, this 
demonstrates that affordability is still an important barrier to consider when understanding fresh produce perceptions and 
developing nutrition intervention, which is consistent with previous research.11, 14-15, 19 These studies indicate a positive relationship 
between monetary incentives, such as SNAP, Health Bucks, or another stipend, and perceptions of produce affordability and 
increased purchases and consumption of fruit and vegetables.11, 14-15, 19 Although the primary researcher could not directly address 
produce affordability by changing produce prices at the market or through incentives, the recipes were tailored to meet these 
needs. Ingredients were selected for their affordability, commonness in homes, and overall health quality. Additionally, the bus 
hub market coordinated by Homefull tried to address the affordability barrier by accepting EBT for fresh produce and offering 
reduced prices for some produce if it is bought in bulk amounts. Affordability of recipes is something that can be further explored 
in the development of nutrition interventions in settings where EBT and similar programs are already established.   
 
In addition to the emphasis on affordability, the thematic analysis revealed that time was an important barrier for participants. 
Past research suggests that time is a more significant barrier when considering dietary behavior and meal preparation more so than 
monetary barriers, like the affordability of produce.20-24 One way time can be measured is through meal preparation time and labor 
cost.20-24 Meal preparation includes items such as cooking or clean up time, while labor cost might include shopping or 
transportation.17-21 The labor cost and meal preparation time relates to healthy dietary behaviors because it helps to quantify the 
time and energy that goes into making a meal.20-24 Exploring the perception of time is an important result of this research because 
the null findings signify the importance of collecting more data on possible barriers this population encounters, one of the 
barriers being time. Furthermore, understanding time might be able to provide information on acceptability, accessibility, 
affordability, and accommodation barriers because they represent different aspects of labor cost. Acceptability and 
accommodation relate to labor cost because of their influence on dietary behaviors, including meal preparation, as related to 
consumer needs, values, and norms.9, 20 Accessibility and availability relate to time because of transportation and market location 
as part of the labor cost.9, 20 The null findings of this research signify that barriers such as accessibility, availability, 
accommodation, and acceptability can be further explored as entities of time and labor cost that participants have. Participants 
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perception of time can provide nutrition professionals with detailed information on how to overcome this barrier through 
effective and efficient nutrition interventions. 
 
Another aspect to consider with null findings is that different aspects of the five barriers might already be addressed through the 
location of the produce market in the bus hub. The location of the market is convenient for people who use public transit, and it 
does not always require them to take another bus route to go to the grocery store.17 In this respect, the market is very accessible to 
people on the bus route. The market also accepts EBT, which could be addressing the barrier related to affordability.17 
Furthermore, even the exposure to fresh produce could help reduce barriers related to acceptability, accommodation, and 
availability because just passing by a fresh produce market amidst other fast food options can alter social values and norms and 
the needs of individuals. Considering the barriers the market already addresses through their location, the null findings may 
indicate the market has been successful in addressing some the food insecurity issues in Dayton.16, 17 The null findings may 
indicate that the five barriers have been addressed by the nutrition intervention, but more evidence would need to be collected to 
understand this possible relationship. 
 
The cooking demonstration and recipe distribution nutrition intervention is an important aspect of continuing to address barriers 
to fresh produce purchase, preparation, and consumption, but the focus of the intervention should change based on the evidence 
from this study, indicating time as the most significant barrier the target population encounters. The null findings provide 
nutrition professionals with evidence that the intervention needs to change as the barriers people encounter with fresh produce 
purchase, preparation, and consumption change. Other researchers support the importance of continuing to disseminate nutrition 
information and provide education on cooking skills and produce preparation.7, 9, 11, 13-15 Furthermore, this evidence is rooted in 
support from the dietetics practice that emphasizes the continual evaluation of programs as necessary for their development 
towards impact. 
 
Limitations 
The location of the market is in a Dayton food desert, and the market accepts EBT.14, 15 Although the study focused on food 
insecure individuals, we did not confirm that participants lived in a food-insecure household. Gender and age were collected, but 
they were independent of the questionnaire and thus could not be analyzed with the data because of the coding system used to 
keep participant information private. Furthermore, a sample size of 33 is another significant limitation because such a small 
sample is less representative of the population. These were all noteworthy limitations to participant demographics. 
 
The Likert type scale used for the questions was broad (1-10), and participants might have benefited from small scale, which 
could have provided researchers with a more concise assessment of the five barriers. A pre-test and post-test could have also been 
used to assess the five barriers before and after the cooking demonstrations and recipe distribution.  Lack of pre-testing and post-
testing prevented the primary investigator from determining change and overall impact of the nutrition intervention because all 
participants watched the demonstrations and took the recipes. It is unclear if all participants made the recipes within a week after 
the demo or waited until a later date to make the recipes. In this way, the methodology limited the ability to assess the impact and 
outcome. 
 
Similarly, a lack of consistency in the recipes used for the demonstrations may have reduced the ability to assess the impact and 
outcome. Since there were 19 different recipes for each of the 19 demonstrations, this might have created considerable variability 
in the ability of a participant to go home and make the recipe. Some recipes might have been easier to make at home for various 
reasons, contributing to varied accommodation and acceptability barriers based on the recipe. Recipes still might have also been 
more or less affordable, depending on what was being made. This variability in the recipes limited the ability to assess the 
effectiveness of the intervention.  Additionally, the three dietetics students who assisted and led the cooking demonstrations with 
the primary researcher were all Caucasian females who built trust through the longevity of the positive interactions during the 
demonstrations. This trust could have contributed to some variability in responses, again, limiting the ability to assess impact.  
 
More information on how time impacts implementing nutrition interventions and produce purchase, preparation, and 
consumption is essential, although it is a barrier not initially explored.16-20 A thorough understanding of participants perception on 
time could provide details on what drives people and prevents people from engaging with the demonstration and creating the 
recipes on their own.  
 
CONCLUSIONS 
It is important to continue developing nutrition interventions that can better meet the consumers' needs to increase fruit and 
vegetable preparation and consumption. As interventions are used at food stands and farmer's markets, it is important to continue 
to assess their impact on participants, evaluating how the interventions meet the consumers' needs, social values, norms, and how 
it increases fruit and vegetable preparation and consumption. The previous study of nutrition interventions in public transit hubs 
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fresh produce markets is minimal and should continue developing. Information on the correlation between produce perception, 
transportation, and nutrition interventions can be further explored to help understand food insecurity and healthy lifestyles. This 
research serves as a pilot program for nutrition professionals to continue developing evidence-based practices on nutrition 
interventions at the public transit food stand, which are becoming frequent locations for nutrition education. Further ideas for 
this study include exploring labor cost and meal preparation time by interviewing people at the market on their perception of 
time-related barriers. 
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PRESS SUMMARY  
Lack of healthy food sources prevents food-insecure people from eating and creating meals with fresh produce. Barriers that play 
a key role in eating and cooking healthy are socioeconomic status, psychosocial behaviors, environmental factors, and educational 
attainment. Nutrition programs have positively impacted these barriers. Since previous research on nutrition programs has not 
been completed in public transportation hubs, the goal of this research was to determine the effectiveness of a cooking 
demonstration and recipe distribution program at a fresh produce market in an urban bus hub. People at the bus hub and the 
market could watch the demonstrations and take recipes. Participants who agreed to participate in the study were called and asked 
questions on barriers. After evaluating participants responses to these questions, researchers found that time is still a significant 
barrier that prevented people from creating meals with fresh produce. It is essential to keep developing and evaluating nutrition 
programs in convenient locations, such as public transit hubs, so that nutrition professionals can address barriers to eating and 
cooking healthy meals. 
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