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ABSTRACT 
The University of the District of Columbia is a partner of the Northeast Hatch Multistate Research Collaborative. This research 
project, known as the UDC NE 1439, was designed as a pilot study to determine the barriers that prevented the consumption of 
fresh fruits, vegetables, and whole grains among older adults in Wards 5, 7, and 8 in the District of Columbia (DC). The residents 
of these wards have been shown to have higher rates of chronic diseases. Data shows that Ward 7 has the highest rate of deaths 
due to diabetes. Furthermore, Wards 5, 7, and 8 have the highest percentage of hypertension and diabetes This project used a 
quantitative and qualitative survey instrument, which included 53 questions and/or statements using a Likert scale: demographics 
(8 questions); household information (2 questions); shopping habits (8 questions); eating habits, including the identity of the 
person who prepared meals in the home (21 questions); physical fitness (11 questions); and policy (3 questions). Ninety-six (96) 
older adults participated in the survey, with a gender distribution of 77% female (68 individuals), 22% male (24 individuals), and 
1% not reported (1 individual). The racial distribution of the participants was 91% (87) African American, .01% (one) Asian 
American, .01% (one) Caucasian, .01% (one) Native American, and .03% (three) others/not reported. Additionally, according to 
the participants’ residency results, Ward 5 accounted for 23% of the participants (24 participants), Ward 7 for 38% (33 
participants), and Ward 8 for 38% (33 participants). The participants’ average age was ≥ 56, (45 to 76 and over) and most were 
the primary financial supporters of their households and the primary grocery shoppers in their families. In conclusion, this project 
determined that access to fresh fruits and vegetables and travel time to a full-service grocer were less prominent barriers; this was 
an unexpected finding. Though the participants indicated sufficient access to fresh fruits, vegetables, and whole grains, they lacked 
nutrition-based knowledge. Many of them viewed unfitting food choices as healthy. An intervention centered on nutrition 
education using food demonstrations and grocer tours would improve nutrition knowledge in this population. This offered these 
nutrition and dietetics research assistants with an opportunity to provide nutrition education to the population in question. 
Moreover, it presents an opportunity to extend nutrition education to all seniors across the Washington, DC region.  
 
KEYWORDS 
Fruits; Vegetables; Whole Grains; Urban; Disease; African American; Health; Nutrition; Food Security; Food Desert, Senior 
Citizens 
 
INTRODUCTION 
Heart disease and stroke are the third and fourth leading causes of death in the United States, and African Americans bear a 
higher burden of heart disease and stroke than Caucasians.1,2  Diabetes mortality rate in Wards 5 (38.2%), Ward 7 (44.6%), and 
Ward 8 (31.8%) as of 2008 and 2009.3 The prevalence of End Stage Renal Disease (ESRD) for the District of Columbia in 2010 
was 69.6 per 100,000 compared to the United States at 37.54 per 100,000.4 In 2015, the prevalence and incident of ESRD were 
2429 and 404 per million state residents respectively.3 African Americans are likely to consume fewer fruits and vegetables than 
the United States Department of Agriculture (USDA) dietary recommendations.1 The protective benefits of fruits and vegetables 
have been identified in other studies, which have shown them to reduce the mortality risk that heart disease and stroke pose in 
minority populations2, 6. The Sustainable DC plan is the District’s vision for improving the health and well-being of its citizens, 
and it relies on two targeted health goals: Target #1 involves cutting the citywide obesity rate by 50% by 2032; Target #2 entails 
ensuring that, by 2032, 75% of DC residents live within a quarter mile of a community garden, farmers’ market, or healthy corner 
store.7 The aim of this research project was to identify the barriers that prevented the consumption of fruits and vegetables mainly 
among African American communities in Washington, DC, from January 2016 through August 2017. This was because African 
Americans in the District of Columbia showed a similar disease burden pattern to the national average in the United States where 
heart disease and stroke were concerned; heart disease and diabetes are the two leading causes of death in this region. The 
research question that drove this inquiry follows: What are the barriers that prevent the consumption of fresh fruits and vegetables by older 
adults in Wards 5, 7, and 8 in the District of Columbia?  
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Haynes-Maslow et al. identified lack of access to quality food (a shortage of full-service grocery stores), lack of financial resources 
to purchase high-quality fruits and vegetables, and lack of knowledge of the benefits of fruits and vegetables as barriers to healthy 
eating behaviors.8 The District of Columbia Behavioral Risk Factor Surveillance System (BRFSS) Annual Health Report 
confirmed that fruit and vegetable consumption were low among African American citizens and were particularly low in Wards 5, 
7, and 8 (Wards are administrative divisions within the District of Columbia; each ward represents approximately 75,000 
persons).3 Given that Wards 5, 7, and 8 have the highest rates of obesity and diabetes and the lowest rates of fruit and vegetable 
consumption, questions were posed to identify the barriers that prevented this group of mainly African Americans residents from 
consuming healthy diets of fruits and vegetables. Diets rich in fruits and vegetables are known to reduce the risk of stroke and 
high blood pressure.2 Access to fruits and vegetables while participating in physical activities, has been demonstrated to improve 
the quality-of-life outcomes of older adults and to reduce risk factors associated with chronic diseases.8 

 
It is expected that the older adult population will reach approximately 71 million by the year 2030 and is considered one of the 
fastest segment of population growth in the United States according to Brewer et al.9 Nicklett and Kadell noted that older adults 
are at a higher risk for chronic conditions such as diabetes, heart disease, and cancer.10 Nicklett and Kadell examined the 
relationship between fruits and vegetable consumption and the subsequent health outcomes and found that older adults tend to 
eat more fruits and vegetables than younger adults.10 Nicklett and Kadell found some of the predictors that influenced the 
consumption of fruits and vegetables in older adults were 1) health status, 2) geographic /physical environment, 3) demographics, 
4)social support, 5)race/ethnicity, 6)socioeconomic status, and 7) dietary knowledge.10 Brewer et al. conducted a quasi-
experimental pilot study of 35 older adults attending senior centers with 19 in the  intervention group and 16 in the control 
groups to determine actual fruit and vegetable intake.9 Brewer et al. found that those in the intervention group significantly 
increased their fruit and vegetable intakes. This study concluded that a short nutritional educational program was linked to an 
increase in fruit and vegetable intake.9 

  
Interestingly, a 2010 Gallup poll of 176,544 interviews nationwide revealed that access to fresh produce might not be the 
problem.11 This report showed that 92% of Americans said they had access to fresh fruits and vegetables, yet only half of 
Americans consumed the recommended five servings of fruits and vegetables per day.11 There has been increasing focus on ways 
of reducing obesity by improving fruit and vegetable intake in African Americans because African Americans are dying at higher 
rates from conditions that are preventable. Some studies show that the association of African American culture and food choices 
has become a barrier to understanding healthy food selection and the impact of food choices on the health and well-being of an 
individual. Understanding African Americans entails understanding their culture, which explains in part why many research 
programs involving African Americans are framed around faith-based organizations, particularly the African American church. 
Many research studies in African American communities are designed to shed light on the barriers and on the interventions that 
have been successful at increasing fruit and vegetable consumption. 
 
Barriers 
Research evidence has acknowledged the existence of many barriers that prevent the consumption of fruits and vegetables in 
older adults, particularly African Americans. Resnicow et al. noted two barriers that emerged from focus groups: One was that 
participants were not aware of the serving sizes of fruits and vegetables; the other was that they were unaware of the 
recommended 5 servings of fruits and vegetables.12 In comparison, Lucan, Barg, and Long found that, in a low-income African 
American community, cost and the participant’s ability to afford fruits and vegetables were barriers.13 John and Ziebland 
conducted a 6-month randomized control study of 40 participants in a primary setting and found that children and male partners 
were barriers to eating fruits and vegetables; however, their research also noted that men with supportive partners increased their 
consumption of fruits and vegetables.14  
 
In addition, John and Ziebland found that cost and travel time were identified as barriers.14 Lastly, Stephen et al. conducted a time 
period study and measured barriers during two time periods.15 They found that the rate of consumption of fruits and vegetables 
varied. The results suggested that buying fresh fruit every day led to too much waste.9 These studies demonstrated that 
participants who lacked adequate resources and nutritional knowledge and had unsupportive households were more likely to not 
consume adequate amounts of fruits and vegetables. While these studies provided similar findings on barriers, other studies 
provided interventions that improved fruit and vegetable consumption. 
 
Review of Previous Interventions 
Pinsker et al. conducted a 12-week community engagement project called Body and Soul to demonstrate healthy recipes and peer 
counseling in 20 black churches.16 The Body and Soul project was described as having four components: pastoral involvement, 
educational activities (cooking demonstration), a change in church policies (healthy food options at church events), and peer 
counseling.17 While the researchers reported success in the implementation of this project, they also reported implementation 
challenges such as variations in peer counseling and low turnout at follow-up events. One of the main outcomes of Body and Soul 
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was that it proved to be an example of a simple intervention that could be implemented with minimum resources. Pinsker et al. 
reported an increase in the consumption of fruit and vegetables from baseline to follow-up.16 

 
The GoodNews Trial was a community-based research study intended to reduce the risk of cardiovascular disease in the 
southernmost part of Dallas, Texas. It was a partnership between researchers and church pastors in 20 black churches to train 20 
lay health promoters (LHP), who would recruit church members to participate in the study.18 The GoodNews Trial administered a 
Dietary Health Questionnaire (DHQ), which determined that most of the African Americans in the study consumed less than the 
recommended daily requirement of fruits and vegetables and that the use of lay health promoters and church pastors was the best 
way to reach African Americans when promoting healthy lifestyle changes. These studies demonstrated that using black churches 
to reach their members had many advantages and resulted in some changes in dietary habits. 
 
Satia et al. surveyed 658 African Americans on nutrition label use and found that those who considered themselves healthier had a 
strong belief in the diet-cancer relationship, were trying to lose weight, and showed higher nutrition label use.19 Lewis et al. 
conducted a study to assess dietary information use among persons with chronic diseases using a representative sample of the 
United States population.20 They found that those with chronic diseases reported better nutrition awareness than those who did 
not have chronic diseases; however, this knowledge did not translate into better or improved dietary behaviors. 20 

 

Wright et al. demonstrated a correlation between diet quality and cognitive performance in the Healthy Aging in Neighborhoods 
of Diversity across the Lifespan (HANDLS) study.21 These researchers found that African Americans and those living in poverty 
might be at a greater risk for poor cognitive performance than those who had higher-quality diets. Interestingly, the Sustained 
Attention to Response Task (SART) was linked to mindfulness meditation training and yoga exercises, which have been used in 
previous studies to correlate aging and loss of cognitive ability.22 Sen suggested that SART was linked to mindfulness, meditation 
training, and yoga exercises, which have been shown to lower blood pressure and relieve stress--known risk factors for 
Alzheimer’s disease and cardiovascular diseases.23 Kicklighter et al. followed five African American grandparents who participated 
in a home-based nutrition and physical activity intervention called “Project Healthy Grandparent Program.”24 The goal of this 
program was to increase the grandparents’ knowledge and ability to select nutritious foods for themselves and their grandchildren. 
The study showed that one of the most important concerns for these grandparents was how to cook more nutritiously. Higgins 
and Murray noted that grandparents and others presently caring for grandchildren were more health conscious than when they 
were first parents; however, most found that eating a healthy nutritious meal posed financial challenges.25 This was particularly 
noted in Kansas, where the number of grandparents raising grandchildren increased to 43 percent from 1990 to 2000. This was a 
13 percent increase over the national average.25 

 
Higgins and Murray also pointed out that the presence of grandchildren in the home changed the eating habits of grandparents 
and grandchildren.25 These authors noted that the presence of grandchildren might negatively influence grandparents’ ability to 
make healthy dietary choices owing to the grandchildren’s preferences and taste; they also noted that cultural influence might 
make it more difficult to move away from traditional foods.18 Environmental factors, such as lack of accessible and affordable 
foods, failure to read nutritional labels, raising grandchildren, poor cognitive performance, and traditional foods could be barriers 
to an African American’s consumption of a healthier diet. Finding ways to decrease the impact of these barriers would have health 
consequences, lowering the risk of heart disease, stroke, and diabetes. 
 
METHODS 
The research project piloted a nutrition barrier survey in Wards 5, 7, and 8 to determine the ease with which residents could 
access fresh fruits, vegetables, and whole grains. The University of the District of Columbia Institutional Review Board approved 
the study. The project recruited 96 predominantly African American individuals from Wards 5, 7, and 8 at congregational sites, 
including faith-based organizations and recreational centers. The participants were informed of the study’s purpose and signed 
letters of consent to participate. The students conducting the surveys received training on conducting human subject research and 
demonstrated the ability to conduct the survey uniformly. Each of them was accompanied by the principal investigator on the 
first survey to confirm that the approach to administering the questions was uniform. 
 
Survey Development 
The student research assistants and the principal investigators participated in the design and testing of the survey instrument, 
which had both closed- and open-ended questions. Several questions used a four-point Likert scale (1: never; 2: seldom; 3: 
sometimes; and 4: often) to collect relevant data. The survey included 53 questions and/or statements in the following categories: 
demographics (8 questions); household information (2 questions); shopping habits (8 questions); eating habits, including the 
identity of the person who prepares meals in the home (21 questions); physical fitness (11 questions); and policy (3 questions). 
While the survey included 53 questions, quantitative analysis was provided regarding the following: demographics, household 
information, and shopping habits, which included access to fruits and vegetables.  
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Participants were selected via the convenience sampling method. Treadwell noted that convenience sampling was nonprobability 
sampling; as the name suggests, it was a matter of convenience for the student researchers to encounter older adults who were 
frequent visitors to meal sites or faith-based organizations within the wards.26 Each of the students agreed to work in Ward 5, 7, 
or 8 and to contact faith-based organizations and churches that participated in providing meals to seniors there. Once approval 
was received, the principal investigator conducted an overview of the project and introduced the research assistants who would be 
conducting the surveys. The principal investigator provided training on how to administer the survey and each research assistant 
was required to complete human subject training on the National Institutes of Health Human Subject Training online web portal 
prior to the administration of the survey.  
 
Quantitative Approach 
This research had both quantitative and qualitative aspects. The survey instrument represented the quantitative component, and 
the student observations and discussions with the participants following the survey represented the qualitative component. Each 
participant who agreed to take the survey could complete it on his or her own or with minimum assistance from the relevant 
research assistant. The survey was administered in a paper format that required each participant to read each question and place a 
mark on the response that best represented his or her answer. Participants who experienced reading difficulties asked for 
assistance, which entailed having the questions read to them. While the questions may have been read to these participants, they 
could mark their answers independently. Each survey lasted 45 minutes on average, and small tokens of appreciation were 
distributed after all the surveys were completed.  
 
Qualitative Approach 
In the qualitative component of this research, participants would openly discuss their concerns about their food consumption. 
The words of the participants were documented in a journal, and what emerged from these discussions were themes that shaped 
an understanding of the participants’ thoughts and beliefs in relation to food. Upon the completion of the surveys, each research 
assistant remained on site to answer the questions that the participants may have had. The participants were able to reflect on the 
survey and to articulate their views on what they believed were barriers to their consumption of fresh produce. These 
conversations came as a surprise to the research assistants as they were not expecting to collect such rich qualitative data. Because 
the participants were willing to share their thoughts, written notes were taken of these conversations. Typically, in qualitative 
research, these types of conversations would be considered focus groups and would ordinarily be taped; however, these 
conversations were not taped. The impromptu conversations were shared with the principal investigator, who required each 
research assistant to write them in a journal. This was because the conversations set the context for an understanding of how 
participants viewed their access to fresh produce and what they thought were barriers. The research assistants’ advisor noted that 
these were unexpected jewels that researchers find when they least expect them.  
 
RESULTS 
Quantitative Data 
There were approximately equal percentages of participants from Wards 5, 7, and 8. Figure 1, which presents descriptive data 
results, shows a total of 96 respondents, of whom 73 % were reported to be female (68) and 26 % were reported to be male (24); 
for 1 % (1), the gender was not reported. Figure 2 shows the ethnicities of the participants: 87 were African American, one was 
Asian, one Caucasian, and one Native American; ethnicity was not reported for three others. Figure 3 indicates the wards in 
which the participants resided. Ward 5 represented 23 % (26 participants), Ward 7 represented 38 % (33 participants), and Ward 8 
represented 38 % (33 participants). 

                            
Figure 1.  Participants’ gender, male, female, and those not reporting.              Figure 2.  Participants’ race for the targeted population for this project. 
                              
 

Male 26%

Female 
73%

Not 
Reported 

1%

Gender

Male Female Not Reported

87

1 1 0 1 1 2
0

20
40
60
80

100

Race



American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 15 | Issue 2 | September 2018 	 9

                  
Figure 3.  Participants’ residential ward in Washington, DC.                                Figure 4.  Participants’ age for the targeted population for this project. 
 
As per Figure 4, 89% of the population was over age 56. This was not surprising given the wards and the characteristics of the 
targeted population. To determine the level of access to fresh fruits, vegetables, and whole grains, the following information was 
documented: 1) the identity of the individual who was considered the primary financial supporter of the household and 2) the 
identity of the one who was considered the primary grocery buyer in the family. Figures 5 and 6 show that many of the female 
respondents indicated they were the primary financial supporters (89%) and the primary grocery shoppers for their households 
(78%). When asked about access to fresh fruits, vegetables, and whole grains, 50 % and 32% of the participants respectively 
responded, “Often,” or “Sometimes,” as indicated in Figure 7. Most participants were women, who were primarily responsible 
for shopping, which meant that women made the primary decision to purchase fruits and vegetables. On the other hand, fewer 
male respondents indicated they were the primary grocery buyers.  
 

       
Figure 5. Primary financial supporter for groceries for the family.    Figure 6. Participants who were the primary grocery buyer. 
 

         
Figure 7. Access to fresh fruits/vegetables/whole grains.                    Figure 8.  Participants who used a shopping list when buying groceries. 
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Finally, the participants were asked if they used a shopping list when purchasing food items: 28% indicated, “Often,” 18% 
indicated, “Sometimes,” and 46% and 8% responded “Never,” and “Seldom,” respectively, as Figure 8 shows. The participants 
who used shopping lists and added fresh fruits and vegetables to their lists demonstrated more intentional action in buying and 
consuming fresh produce. 
 
Qualitative Data: Emerging Themes 
Weekly research discussions highlighted themes that emerged from conversations with the participants.  These were consistent 
across each of the wards, particularly the conversations with those who consumed lunch at congregant sites. While this population 
was guaranteed one balanced meal per day at the sites, it became apparent that its members might not eat other meals at all. Meals 
prepared and eaten at home often comprised frozen dinners that lacked adequate nutrition. Furthermore, the participants had 
varied views regarding what healthy and unhealthy food choices were Figure 9 and 10. There was surprising consistency among 
participants in the way they responded to whether the food selection was healthy versus unhealthy. Half of the participants in 
each group did not seem to find unhealthy food as being unhealthy. The themes were categorized as internal barriers, external 
barriers, and others as seen in Table 1. Many of the barriers that these participants identified were like those that emerged in 
many of the studies we reviewed in the literature. 
 

 
Figure 9. Participants’ assessment of foods as healthy. 
 

 
Figure 10. Participants’ assessment of foods as unhealthy. 
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Barriers Themes Participants’ Conversation 
Internal Barriers Meals not appealing 

Institutional setting not appealing 
Lack of nutritional knowledge on 
the content of healthy vs. unhealthy 
foods 
Lack of knowledge regarding the 
link between chronic conditions and 
excess sodium and sugar intake 
Cost - fixed income 

A Ward 5 participant who lived in a facility that was also a site 
that provided congregate meals--for which they were 
eligible—said, “Most chose not to receive those meals either 
because they did not choose to socialize with other residents, 
they did not feel that the meals were nutritionally sound, or 
the meals did not appeal to them.” 

External Barriers Not enough supermarkets in the 
local neighborhood 
Established grocers offer poor food 
selection 
Produce is of poor quality 
Inadequate local transportation 
system 

“I feel strongly the city government should do more to 
provide more supermarkets closer to where you live.” 
“The further I go from the city, the better the quality of food” 
Some seniors commented they would like to have a Whole 
Foods store or Yes! Organic Market in their neighborhoods 
 
When asked to explain, respondents cited transportation as 
being an issue, as well as lack of choice and variety in grocery 
stores 
“I feel the traffic; closer stores are crowded” 

Other Barriers Other members of the community 
could use help; those older than 18 
years but younger than 60 years. 

A respondent who was visually impaired stated that she “had 
a friend in need of assistance, but there were no government 
programs that provided help or relief like the services that her 
friend receives.” 

   Table 1. Barrier types. 
 
DISCUSSION 
The primary purpose of this project was to examine barriers that prevented residents of Wards 5, 7 and 8 from accessing fresh 
fruits, vegetables, and whole grains. Fresh fruits, vegetables, and grains play a protective role, mitigating chronic diseases. Wards 5, 
7, and 8 in the District of Columbia reported the highest prevalence of hypertension at 39.3%, 41.5%, and 40.4% respectively.27 

The prevalence of diabetes was highest in Wards 5, 7 and 8, and death due to diabetes was highest in Ward 7. Diabetes mortality 
rate in Wards 5 (38.2%), Ward 7 (44.6%), and Ward 8 (31.8%) as of 2008 and 2009.20 The research indicated that many of these 
chronic health conditions could be addressed with increasing African American compliance to the United States Department of 
Agriculture (USDA) recommendations for the daily consumption of fruits, vegetables, and whole grains. Sharma et al. stated that 
there was a need to reevaluate the dietary guidelines and that higher recommendation of fruits and vegetables might be necessary 
to reduce the risk of chronic diseases in high-risk populations.2 In 2015, the USDA released the 2015-2020 Dietary Guidelines. 
 

Interestingly, the results show a surprising number of participants who stated they had access to fresh fruits, vegetables, and 
whole grains. This suggests that access was less of a barrier for 35% of these residents given the grocery store distribution in their 
neighborhoods. It is possible that this convenience sample of participants was in neighborhoods undergoing gentrification and 
was likely to have seen significant population shifts and an economic boom. There is evidence of economic growth in Ward 5, 
where several full-service grocery stores have entered the community, offering more fresh food options. Compare this to Ward 7 
and Ward 8: There remain two full-service grocery stores in Ward 7 and only one full-service grocery store in Ward 8.  
DC Hunger Solution reported data on the number of full-service grocery stores within the eight wards in Washington, DC and 
compared it to the median income level for each ward as seen in Table 2. When the data on household income and the number 
of people in each of these wards was evaluated it was apparent there is a disparity in the number of grocery stores compared to 
the income level.28 The District of Columbia recognized that the grocery store gap is linked to the issue of food security. To 
combat this problem, the DC government passed the Food, Environment, and Economic Development Act (FEED-DC) and the 
Supermarket Tax Exemption Act of 2000 to attract grocery stores to low-income areas in the District. While these regulatory 
efforts were designed to provide incentives for grocery stores to locate in these areas, these incentives have not been able to 
attract large grocery chains.28 
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Wards # of Full Service Grocery Stores Median Income 
1 8 $80,794 
2 7 $99,422 
3 9 $109,909 
4 5 $71,545 
5 7 $55,063 
6 10 $90,903 
7 2 $39,828 
8 1 $31,642 

  Table 2.  Full-service grocery stores in each ward. 
 
Perhaps this was the reason why full-service grocers did not consider Wards 7 and 8 to be a viable market to place grocery stores. 
Household income appears to be one of the driving factors motivating vendors to open full-service grocery stores in areas of the 
District of Columbia Figure 11. In addition, Wards 7 and 8 have an increased number of residents who receive some type of 
public assistance, as seen in Figure 12. In the District of Columbia, it is difficult to conclude a direct correlation between the 
number of grocery stores and the level of household income; what is clear is the inadequate number of full-service grocery stores 
in these wards. Moreover, there have been giant strides in efforts to bring more farmers markets to Wards 7 and Ward 8. Perhaps 
the positive response to the question of access to fruits, vegetables, and whole grains suggests that farmers markets have stepped 
in to fill the gap left by full-service grocers. However, it is worth noting that this survey study did not collect consumption data. 
Thus, it is uncertain what effect access has on overall food purchase selections. Research regarding actual consumption versus the 
items the respondents claimed they consumed would be a good point of departure in the future. 
 

         
    Figure 11. Household income.                         Figure 12. Participants receiving public assistance. 
 
 
CONCLUSIONS 
 The findings from this research project answers our question: What are the barriers that prevent the consumption of fresh fruits and 
vegetables by older adults in Wards 5, 7, and 8 in the District of Columbia? While cost, access to local quality fresh produce, transportation, 
are undeniably stated barriers; lack of nutritional knowledge and the selection of foods considered unhealthy was a surprising 
finding. The present research study provided some interesting insights into existing barriers that prevented access to fresh fruits 
and vegetables in Wards 5, 7, and 8. While these findings mirrored similar findings from the research literature, it was striking to 
confront some of these issues firsthand. While administering the surveys to the participants, the true meaning of food insecurity 
became evident. Food security as defined by the United States Department of Agriculture as “meaning, they lacked access to 
enough food for an active, health life for all household members”.17 Fewer of the participants indicated that cost, transportation, 
or access was a barrier; however, it was revealed that most participants had differing views regarding foods they considered 
healthy. This became apparent when participants were asked to identify foods they considered healthy. The number of 
participants that chose unhealthy foods and marked them as healthy foods was startling. It is important to note that this project 
did not capture data on the length of time it took participants to travel to a full-service grocer; although, we believe, this data is 
relevant to further establish transportation as a barrier. 
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For nutrition and dietetics research assistants and budding nutrition and dietetics professionals, opportunities to provide 
nutritional education to this targeted population abound; moreover, the situation presents an opportunity to improve the 
nutritional knowledge of all seniors across the District of Columbia. Currently, there are 48,809 persons over the age of 55.30 
Health disparities continue to affect African Americans and people of color and as future nutrition and dietetic counselor one 
concrete strategy is to develop fact sheets aimed at increasing knowledge on diabetes and the linkage between an excess sugar and 
sodium intake.  Another important educational strategy, particularly in each of these wards, is to develop posters that could be 
displayed at congregate meals sites that tell residents about the importance of eating the recommended servings of fruits and 
vegetables daily. The introduction of these two strategies perhaps will increase participants’ knowledge of the importance of 
eating fruits and vegetables and will act as a catalyst to encourage a change in health behaviors.  
 
These communities demonstrated a higher level of chronic disease such as diabetes than other communities in Washington, DC. 
Perhaps, one approach to address this would entail teaching residents how to prepare their traditional foods in a more healthful 
way. Finally, while the project did not discuss physical activity, encouraging physical activity among members of this target 
population must be part of the solution if the goal is to make Washington, DC, the greenest, healthiest city in the nation in 
accordance with the Sustainable DC Plan.7 
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PRESS SUMMARY 
The UDC-1439 project designed a pilot study to determine the existing barriers that prevented the consumption of fresh fruits, 
vegetables, and whole grains among older adults in Wards 5, 7, and 8 of the District of Columbia. These wards have higher 
incidences of diet-related chronic diseases, such as diabetes and hypertension. Survey participants included those aged 45 and 
older, with African Americans being the majority ethnic group represented. The 96 participants provided quantitative and 
qualitative data regarding barriers to wellness, including educational barriers, access, and socioeconomic factors. The data captured 
the surprising notion that education was a greater barrier than access. 
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ABSTRACT
A two-player “guessing game” is a game in which the first participant, the “Responder,” picks a number from a certain
range. Then, the second participant, the “Questioner,” asks only yes-or-no questions in order to guess the number. In
this paper, we study guessing games with lies and costs. In particular, the Responder is allowed to lie in one answer,
and the Questioner is charged a cost based on the content of each question. Guessing games with lies are closely linked
to error correcting codes, which are mathematical objects that allow us to detect an error in received information and
correct these errors. We will give basic definitions in coding theory and show how error correcting codes allow us to
still guess the correct number even if one lie is involved. We will additionally seek to minimize the total cost of our
games. We will provide explicit constructions, for any cost function, for games with the minimum possible cost and an
unlimited number of questions. We also find minimum cost games for games with a restricted number of questions and
a constant cost function.

KEYWORDS
Ulam’s Game; Guessing Games With Lies; Error Correcting Codes; Pairwise Balanced Designs; Steiner Triple Systems

INTRODUCTION
The game “20 Questions” has always been a staple for children trapped in long car rides. This game involves two play-
ers: the first player picks an object and the second player asks “yes or no” questions in order to guess which object the
first picked. The game alternates between questions and answers so questions may be constructed based off of previous
answers. This type of adaptive guessing game is called an online game. For example, you would not ask the question
“Does it have four legs?” if you have already received a “yes” to the question “Is your object a vegetable?”

“20 Questions” requires both players to be present and for each response to be given immediately after its correspond-
ing question. In this paper, we will focus on a different type of guessing game: In an offline guessing game, the ques-
tioner must ask all of the questions at once and then receive all of the responses at once afterwards. This means that
we must construct all of the questions ahead of time and we cannot adapt questions based upon previous responses.
These types of non-adaptive guessing games are called offline games.

In our offline guessing games, the two players decide on a range of m integers starting at 1. The first player, the “Re-
sponder,” secretly chooses one of those integers x. The second player, the “Questioner,” then constructs yes-or-no ques-
tions of the form “Is x ∈ S?” where S ⊆ {1, 2, ...,m}. Since these games are offline, all of the questions that the Ques-
tioner wishes to ask the Responder will be asked at once and then all of the answers will be received at once.
Example 1. The following is an example of an offline guessing game with m = 4 possible answers.

Questioner:

Question 1: “Is your number in {3, 4}?”
Question 2: “Is your number in {2, 4}?”
Question 3: “Is your number in {2, 3}?”
Question 4: “Is your number in {2, 4}?”
Question 5: “Is your number in {3, 4}?”

Responder: Responses: “Yes”, “No”, “Yes”, “No”, “Yes” (in order).
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The Questioner can then use the Responder’s responses to figure out which integer was chosen. A response of “yes” to
Question 1 eliminates the possibilities {1, 2}, leaving only {3, 4} as possibilities. A response of “no” to Question 2 elimi-
nates the possibility of 4 being the correct number, leaving only 3 as a possibility. Note that Question 2 also eliminates 2
as a possibility, but the Responder’s answer to Question 1 already told us this. The remaining answers are no longer nec-
essary, but they serve to confirm this result (and will be useful later, when we begin to discuss guessing games with lies).
Thus, the Questioner knows that the Responder chose x = 3 as their integer.

The guessing games that we will be analyzing have a special property: The Responder is allowed to lie to the Ques-
tioner. However, even though the Responder is allowed to lie, these games are designed so that the Questioner can
still guess the correct number that the Responder has chosen. We will also add the idea of cost to a guessing game: The
Questioner will be charged a certain cost whenever they ask a question. In the following sections, we will give precise
definitions and background for each of these additional twists.

BACKGROUND
In this section, we give background and definitions, leading up to a precise definition of guessing games with lies and
cost functions.

Guessing games with lies have been extensively studied. The idea of a “searching game” with a lie was suggested by
Ulam in his autobiography1, which in turn spawned a large and active field of research. In general, work in this area
has focused on minimizing the number of questions needed to determine the Responder’s number correctly. In particu-
lar, Spencer2 focused on solving “Ulam’s game” with 1,000,000 numbers and 1 lie, which turns out to be the equivalent
of the “20 questions” game with 1 lie permitted. Offline guessing games with lies turn out to be equivalent to impor-
tant objects in mathematics called error-correcting codes. See3, 4 for some excellent surveys of the literature on guessing
games with lies.

Our particular focus in this paper will be adding the idea of a “cost function” to offline guessing games with lies. A
guessing game G with cost function c is an offline guessing game in which each of the possible answers i is assigned
a “cost” c(i). For each question, the Questioner will be “charged” the cost of all of the answers that they are asking
about. For example, the cost of the question “Is your number in {1, 3}?” will be the sum of the costs of 1 and 3. This
generalizes the idea of minimizing the number of questions required, and allows us to measure the “efficiency” of a
game in a more general way.

Representations of guessing games
For our offline guessing games, we will represent the answers to each of our questions using binary vectors. A binary
vector is an ordered list of 1’s and 0’s (x1, x2, . . . , xn) where xi = 0 if the Responder’s answer to the ith question is
"no", and xi = 1 if the answer is yes. For example, if we asked 5 consecutive questions and their respective answers
were “yes”, “yes”,“no,” “yes”,“no”, we would represent these responses with the binary vector (1, 1, 0, 1, 0). We will
often use the shorthand notation: 11010.

We can think of an answer vector as the “fingerprint” of the Responder’s secret number. It contains all of the informa-
tion necessary to determine the secret number. In particular, in every guessing game, every secret number must have a
different answer vector or else it would be impossible to distinguish between some of the numbers.
Definition 2. For a given natural number m, a cost function c is a function c : {1, 2, . . . ,m} → R+ with 0 < c(1) ≤
c(2) ≤ ... ≤ c(m). For simplicity, we often represent c as a vector: c = (c(1), c(2), ..., c(m)).

We can now define the fundamental object in this paper:
Definition 3. An (m, c, �) offline guessing game G with n questions is an ordered list of n questions of the form “Is your
number in the set Si?”, where Si ⊆ {1, 2, . . . ,m}, together with a cost function c = (c(1), c(2), . . . , c(m)). The questions
are arranged so that the Questioner can determine the Responder’s secret number, even if the Responder is allowed to lie
in at most � answers.
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We will often omit the word “offline”, since we will only be working with offline guessing games in this paper. Note
that we have not yet indicated how the questions may be arranged to let the Questioner determine the Responder’s se-
cret number in the face of lies. We will address this in the following sections.

Next, we give a more precise definition of the “answer vectors” described at the beginning of this section. Here, let Fn
2

be the space of all vectors of length n over the finite field F2, that is, binary vectors of length n.
Definition 4. Given an (m, c, �) guessing game G with n questions, the answer vector for i, denoted vi, is the binary vec-
tor vi ∈ Fn

2 consisting of the Responder’s truthful answers to the n questions, in order, assuming that the Responder’s
secret number is i. The answer vector set of G, denoted VG, is the set {v1,v2, . . . ,vm} ⊆ Fn

2 of answer vectors for i =

1, 2, . . . ,m.
Definition 5. Given an (m, c, �) game G with n questions, the guessing game matrix of G is an m × n binary matrix de-
noted [G] in which row j corresponds to vector vj ∈ VG. That is, the jth row of [G] is the list of the Responder’s truthful
answers to the n questions in order, assuming that the Responder’s secret number is j.

Answer vectors and guessing game matrices are the main ways in which we will study guessing games in this paper.
Because the rows of a guessing game matrix are the same as the answer vectors, we will often refer to the rows of a
matrix as “vectors.”
Example 6. There are many different vector sets that could be used to construct a (4, c, 1) game. Consider the set VG =

{00000, 01110, 10101, 11011} ⊆ F5
2. This is a set of 4 answer vectors of length 5 for the numbers {1, 2, 3, 4}. This could

be the answer vector set for a (4, c, 1) guessing game with 5 questions. In particular, we have v1 = 00000, v2 = 01110,
v3 = 10101, and v4 = 11011. Notice that v3 corresponds to the answers given by the Responder in Example 1.

Figure 1 shows the game matrix [M ] for a (4, c, 1) game M that uses the answer vector set VG.

q1 q2 q3 q4 q5
1 0 0 0 0 0

[M ] = 2 0 1 1 1 0
3 1 0 1 0 1
4 1 1 0 1 1

Figure 1. A possible game matrix, [M ], for a (4, c, 1) game.

It is possible to determine a game’s questions entirely from its guessing game matrix. Consider the column labeled q1
in Figure 1. We say that this column is the question vector q1 = (0, 0, 1, 1). We know that, if responding truthfully,
the Responder will answer “yes” to this 1st question if and only if there is a 1 in the row of [M ] corresponding to their
secret number. Therefore, q1 would be the first question in the game G and would be asked as: “Is your number in
{3, 4}?” because these are the answers whose answer vector have a 1 in column 1 of [M ]. This is indeed the first ques-
tion asked in Example 1.

We will often treat a guessing game not as a list of questions, but rather as a list of answer vectors. These two view-
points are exactly equivalent.

Cost functions
We will now focus on the effect of the cost function in a guessing game. The cost function will be our measure of the
“efficiency” of a game.
Definition 7. Let G be an (m, c, �) guessing game. Suppose that Q = {p1, p2, . . . , pk} ⊆ {1, 2, . . . ,m} is a question in G.
Then the cost of question Q is defined to be the sum of the costs of the elements of Q, that is,

c(Q) =

k∑
i=1

c(pi). Equation 1.



American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 15 | Issue 2 | September 2018 	 20

Furthermore, the total cost of G, denoted kG, is the sum of the cost of Q for all questions Q in G, that is,

kG =
∑

question Q

c(Q). Equation 2.

Because our guessing games are offline, all of the questions will always be asked. Thus the total cost of a game is a rea-
sonable measure of the overall “efficiency” of a game. The following gives us a convenient way to calculate the total
cost of a game in terms of its answer vectors.
Definition 8. The weight of a vector v ∈ Fn

2 , denoted |v|, is the number of nonzero coordinates in v.
Definition 9. The total cost kG of an (m, c, �) guessing game G with answer vector set {v1,v2, . . . ,vm} is kG = c(1)|v1|+
c(2)|v2|+ ...+ c(m)|vm|.
Example 10. We consider a (4, c, 1) game G with c = (2, 4, 6, 8) and game matrix [M ] as shown in Figure 1.

Reading the columns of matrix [M ], we see that the questions and their costs are:

# Question Cost
q1 Is your number in {3, 4}? 6 + 8 = 14

q2 Is your number in {2, 4}? 4 + 8 = 12

q3 Is your number in {2, 3}? 4 + 6 = 10

q4 Is your number in {2, 4}? 4 + 8 = 12

q5 Is your number in {3, 4}? 6 + 8 = 14

Total: 62

Using Definition 9, the total cost of G is calculated by:

kG = |v1|c(1) + |v2|c(2) + |v3|c(3) + |v4|c(4)
= 0c(1) + 3c(2) + 3c(3) + 4c(4)

= 0 · 2 + 3 · 4 + 3 · 6 + 4 · 8
= 62.

This demonstrates the essence of Definition 9: It is possible to count the costs of a game by using the columns of its guess-
ing game matrix (questions), or by using its rows (answer vectors).

Error-correcting codes and lies
In order to discuss the ability for our (m, c, �) guessing games to detect and correct for lying, we must first introduce
some ideas from a branch of mathematics known as coding theory. We refer the interested reader to Huffman and Pless5

for further definitions and examples.
Definition 11. The Hamming Distance between two vectors x,y ∈ Fn

2 , denoted d(x,y), is the number of coordinates in
which x and y differ.
Definition 12. The minimum distance d(C) of a set of vectors C ⊆ Fn

2 is the smallest Hamming Distance between any
two distinct vectors in C.
Example 13. Continuing to use the answer vectors from Example 6, integers 2 and 3 have answer vectors v2 = 01110

and v3 = 10101. These vectors differ in 4 positions – every position except the middle digit, where both have 1’s. Thus
d(v2,v3) = 4.

The smallest distance among any pair of vectors in VG from Example 6 is 3 (between v1 and v2, as well as others), and so
d(VG) = 3.

With these ideas in hand, we are ready to define the fundamental idea that will allow us to detect and correct lies in
guessing games.
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Definition 14. An (n,M, d) error-correcting code C (or “ECC”) is a subset of Fn
2 of size M with d(C) = d. We call these

vectors in C codewords. An (n,M, d) error-correcting code can be represented by an M × n matrix denoted [C] whose
rows are the codewords of C.

An ECC has the capacity to detect and then correct for errors that can occur in a codeword when it is exposed to con-
textual factors. These factors can include noise over a digital channel, a misprint in written text, or – in the case of our
guessing games – a player lying. The capacity for an ECC to detect and correct for errors is based on the minimum
distance of that code.

The process by which minimum distance allows a code to correct errors is called nearest-neighbor decoding. For an (n,M, d)

code C, a message vector m is any one codeword. It is transmitted through a channel, where errors occur in the form of
bits “flipped” from 1 to 0 or vice versa. The received message vector r is then a binary vector with n coordinates that
may share some entries with m. To decode this message, vector r is compared to all of the codewords in the code. The
codeword c that minimizes d(c, r) is chosen as the “nearest neighbor” to r. In particular, if there are at most � mis-
takes in r, and the minimum distance of a code is at least 2�+1, then there must be a unique codeword that is “closest”
to r and which results in a correct decoding.
Proposition 15 (See Huffman and Pless5 ). An (n,M, d) error-correcting code C with d ≥ 2�+ 1 can detect and correct up to
� errors.
Example 16. We continue to work with the matrix [M ] shown in Figure 1 of Example 6. We interpret the rows of [M ]

as the vectors in an error-correcting code C. It follows that d(C) = 3 since the Hamming Distance between any two code-
words in C is at least 3. Thus, C can detect and correct for up to � = 1 errors.

For example, if the vector r = (0, 1, 0, 1, 1) were received, we could compare its distance to each of the four vectors in C.
The 4th vector has a distance of 1 to r, and no other vector has a distance that is 1 or lower, and so r would be corrected as
(1, 1, 0, 1, 1).

A valid guessing game matrix [G] for an (m, c, �) game G with n questions can be viewed as the matrix for an (n,m, 2�+

1) error-correcting code and vice versa. The binary answer vectors in [G] that are assigned to each of the m possible in-
tegers correspond to the codewords of the code represented by [G]. The number of lies � that are allowed in G corre-
sponds to the number of errors that the corresponding ECC can detect and correct. By this, it follows that in order for
[G] to be a valid guessing game matrix for an (m, c, �) game G, it must be true that d( [G])≥ 2�+1. Thus, trying to find
an (m, c, �) offline guessing game G with n questions is equivalent to finding an (n,m, 2�+ 1) error-correcting code.

In the remainder of this paper, we will find (m, c, 1) games with n questions by solving the equivalent problem of find-
ing (n,m, 3) error-correcting codes. However, we will have the additional requirement of minimizing the total cost of
the corresponding game, a restriction which is not normally considered when constructing an error-correcting code.

RESULTS
Guessing Games with an Unrestricted Number of Questions
In this section, we will make several assumptions. First, we restrict our investigations to guessing games allowing for
only one lie, that is, � = 1. Second, we place no restriction on the number of questions that the Questioner asks. Thus,
for each guessing game we will specify only the number of possible answers m, and will leave the number of questions
n unrestricted. Instead, we will rely on the cost function for our games to measure the efficiency of the game.

For any (m, c, 1) guessing game G, either the all-zeroes vector 0 is in the set of answer vectors VG, or it isn’t. We will
show two guessing game matrix constructions that we can use to minimize the total cost of a guessing game, depending
upon the inclusion or exclusion of 0.
Definition 17. An m× n (3, 0) matrix [G]

(3,0)
m is an m× (2m− 1) binary matrix with the form shown in Figure 2.

That is, there are m− 1 rows of weight 3 and a single row of weight 0 at the bottom. The rows of weight 3 are arranged in
a “staircase” fashion so that each row shares a 1 in exactly one coordinate with the previous row, and in exactly one coordi-
nate with the subsequent row.
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1 1 1 1 0 0 0 0 ... 0
2 0 0 1 1 1 0 0 ... 0
...

...
...

...
...

...
...

...
...

...
m− 1 0 0 0 0 ... 0 1 1 1
m 0 0 0 0 0 0 0 0 0

Figure 2. An m× n (3, 0) matrix [G]
(3,0)
m .

Definition 18. An m× n (2, 1) matrix [G]
(2,1)
m is an m× (2m− 1) binary matrix with the structure shown in Figure 3.

1 1 1 0 0 0 0 0 ... 0
2 0 0 1 1 0 0 0 ... 0
...

...
...

...
...

...
...

...
...

...
m− 1 0 0 0 0 ... 0 1 1 0
m 0 0 0 0 0 0 0 0 1

Figure 3. An m× n (2, 1) matrix [G]
(2,1)
m .

There are m− 1 rows of weight 2 and a single row of weight 1 at the bottom. No pair of rows share nonzero coordinates.

Note that, by construction, the rows of both (3, 0) and (2, 1) matrices have a minimum distance of 3.
Lemma 19. Letm and c = (c(1), c(2), ..., c(m)) be given. Among all (m, c, 1) guessing games that contain an answer vector
consisting of all 0’s, the minimum total cost is k0∈V = 3c(1) + 3c(2) + ... + 3c(m − 1). A game with guessing game matrix
[G]

(3,0)
m will attain this minimum total cost.

Proof. Let m and c = (c(1), c(2), ..., c(m)) be given. By Definition 9, the (3, 0) matrix [G]
(3,0)
m has total cost c([G]

(3,0)
m ) =

3c(1) + 3c(2) + · · ·+ 3c(m− 1). Next we will show that this is the minimum cost.

Let [G] be any guessing game matrix for a (m, c, 1) game with minimum total cost among all (m, c, 1) games that con-
tain a zero answer vector. By assumption, [G] must contain a vector of weight 0. Because d([G]) ≥ 3, all other rows of
[G] must have weight at least 3. By Definition 9 and the fact that all costs are assumed to be positive, all other rows of [G]

must have weight exactly 3.

Next we claim that the row of [G] corresponding to answer m must be 0. (Recall that, by assumption, c(m) is the largest
cost.) To prove this, we let {v1,v2, . . . ,vi−1,0,vi+1, . . . ,vm} be a fixed set of vectors with |vj | = 3 for all j, minimum
distance at least 3, and 0 in position corresponding to cost c(i), i �= m. It then follows that the cost of this game is

ki = 3c(1) + 3c(2) + · · ·+ 3c(i− 1) + 0c(i) + 3c(i+ 1) + · · ·+ 3c(m− 1) + 3c(m).

Suppose now that the same vectors are rearranged to place 0 in the mth position. The cost of this new game is

km = 3c(1) + 3c(2) + · · ·+ 3c(i) + · · ·+ 3c(m− 1) + 0c(m).

Thus,
ki − km = 3c(m)− 3c(i).

Since c(i) ≤ c(m) by assumption, it then follows that ki − km ≥ 0 and therefore ki ≥ km. Thus it must be that [G]

contains a single vector of weight zero that represents the integer m, and all other vectors have weight 3.

Therefore by Definition 9, this minimum cost must be

c([G]) = 3c(1) + 3c(2) + ...+ 3c(m− 1) = c([G](3,0)m ),

and so a (3, 0) matrix [G]
(3,0)
m attains the minimum cost.



American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 15 | Issue 2 | September 2018 	 23

Lemma 20. Letm and c = (c(1), c(2), ..., c(m)) be given. Among all (m, c, 1) guessing games that do not contain an answer
vector consisting of all 0’s, the minimum total cost is k0�∈V = 2c(1) + 2c(2) + ... + 2c(m − 1) + c(m). A game with guessing
game matrix [G]

(2,1)
m will attain this minimum total cost.

Proof. Let m and c = (c(1), c(2), ..., c(m)) be given. By Definition 9, the (2, 1) matrix [G]
(2,1)
m has total cost c([G]

(2,1)
m ) =

2c(1) + 2c(2) + · · ·+ 2c(m− 1) + c(m). Next we will show that this is the minimum cost.

Let [G] be any guessing game matrix for a (m, c, 1) game with minimum total cost among all (m, c, 1) games that do not
contain an answer vector of weight zero. We first claim that [G] will contain a vector of weight 1. Suppose such a vector
does not exist in [G]. It would follow that every vector in [G] has a weight of at least 2. We will demonstrate that some
vector may be reduced to a weight of 1. Suppose the set of vectors {v1, ...,vi, ...,vm} in Figure 4a represent the rows of
[G]. These rows satisfy d( [G]) ≥ 3 and all have weight of at least 2. Replace vi with 0 and ask an additional question about
only i, as illustrated in Figure 4b. We can denote this new answer vector by 0|1. It follows that d(0,vj) ≥ 2 for all vj ,
and because the single additional 1 occurs in a column of all 0’s, d(0|1,vj) ≥ 3. Thus the original vi can be changed to 0|1
while maintaining d( [G]) ≥ 3. This new matrix in Figure 4b has a strictly lower total weight than the matrix in Figure
4a.

v1

...
...

...
...

...
...

...
...

...
vi

...
...

...
...

...
...

...
...

...
vm

(a) The rows of [G] that satisfy d([G]) ≥ 3.

v1 0
...

...
...

...
...

...
...

...
...

0 0 0 0 0 0 0 0 0 1
...

...
...

...
...

...
...

...
...

vm 0

(b) The rows of [G] with 0.

Figure 4. Replacing vector vi in [G] with 0.

If two vectors of weight 1 existed, then their Hamming Distance would be at most 2 and thus d( [G]) ≤ 2. Thus [G] con-
tains exactly one vector of weight 1. To ensure that d([G]) ≥ 3, it follows that all other vectors must have a weight of at
least 2. By Definition 9 and the fact that all costs are assumed to be positive, all m− 1 rows of weight at least 2 have weight
exactly 2. Thus [G] will contain exactly one vector of weight 1 and m− 1 vectors of weight 2.

Therefore by Definition 9, this minimum cost must be

c([G]) = 2c(1) + 2c(2) + · · ·+ 2c(m− 1) + c(m) = c([G](2,1)m )

and so a (2, 1) matrix [G]
(2,1)
m attains the minimum cost.

We are now ready to describe the minimum-cost guessing games, where the number of questions is unrestricted.
Theorem 21. Letm and c = (c(1), c(2), ..., c(m)) be given.

• If c(m) <
∑m−1

i=1 c(i) then the minimum cost of a (m, c, 1) guessing game is realized by a (2, 1)matrix [G]
(2,1)
m .

• If c(m) >
∑m−1

i=1 c(i) then the minimum cost of a (m, c, 1) guessing game is realized by a (3, 0)matrix [G]
(3,0)
m .

• If c(m) =
∑m−1

i=1 c(i) then the costs of a game realized by a (3, 0)matrix and a (2, 1)matrix are both equal to the mini-
mum cost.

Proof. Let m and c = (c(1), c(2), ..., c(m)) be given. Let k(3,0) and k(2,1) be the total cost of an (m, c, 1) guessing game
realized by a (3, 0) matrix and a (2, 1) matrix respectively.
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[G1] =

q1 q2 q3 q4 q5 q6 q7

1 1 1 1 0 0 0 0
2 0 0 1 1 1 0 0
3 0 0 0 0 1 1 1
4 0 0 0 0 0 0 0

[G2] =

q1 q2 q3 q4 q5 q6 q7

1 1 1 0 0 0 0 0
2 0 0 1 1 0 0 0
3 0 0 0 0 1 1 0
4 0 0 0 0 0 0 1

Figure 5. Two possible matrices for a (4, c, 1) game.

By Lemmas 19 and 20, either a (3, 0) or a (2, 1) matrix gives the minimum total cost of an (m, c, 1) game, depending on
whether or not a zero vector is present. Thus one of these two must represent the minimum possible cost of an (m, c, 1)

game.

Consider the case where c(m) <
∑m−1

i=1 c(i). Using our assumptions and calculating the total cost of a (2, 1) and (3, 0)

matrix, we have:

k(2,1) = 2c(1) + 2c(2) + · · ·+ 2c(m− 1) + c(m)

< 2c(1) + 2c(2) + · · · 2c(m− 1) +
m−1∑
i=1

c(i)

= 3c(1) + 3c(2) + ...+ 3c(m− 1) + 0c(m)

= k(3,0).

Thus, c(m) <
∑m−1

i=1 c(i) implies k(2,1) < k(3,0). Therefore, a (2, 1) matrix gives the cheapest possible total cost.

Similarly, c(m) >
∑m−1

i=1 c(i) implies k(2,1) > k(3,0), is which case a (3, 0) matrix gives the cheapest possible total cost.

If c(m) =
∑m−1

i=1 c(i) then these two matrices give equal total costs.

Example 22. Let m = 4. The two candidates for the cheapest (4, c, 1) guessing game are given in Figure 5.

If c = (1, 2, 3, 4), then c(4) = 4 < 1 + 2 + 3 =
∑3

i=1 c(i). Theorem 21 predicts that a (2, 1) matrix will be cheapest. We
calculate: c([G1]) = 3(1) + 3(2) + 3(3) = 18 and c([G2]) = 2(1) + 2(2) + 2(3) + 1(4) = 16. Thus the (2, 1) matrix does
indeed realize the cheapest game.

If instead c = (1, 2, 3, 10), then c(4) = 10 > 1 + 2 + 3 =
∑3

i=1 c(i). Theorem 21 predicts that a (3, 0) matrix will be
cheapest. We calculate: ([G1]) = 3(1) + 3(2) + 3(3) = 18 and ([G2]) = 2(1) + 2(2) + 2(3) + 1(10) = 22. Thus the (3, 0)
matrix is cheaper in this case.

Guessing Games with a Restricted Number of Questions
In the previous section, we saw that the cheapest guessing games required us to create a very large number of ques-
tions. In particular, any guessing game with m possible answers requires 2m − 1 questions. We will now look at guess-
ing games where the number of questions are restricted. As a simplification, we will only consider the cost function
c = (1, 1, . . . , 1). We begin, as we did in the previous section, by defining a special type of matrix that will be used
throughout our study of this topic.
Definition 23. An m × n (1, 2, 3) matrix [G] is a matrix with minimum distance 3 which has the form shown in Figure
6. Here, [A] is a matrix with rows of weight 3, and [B] is a matrix with �n−1

2 � rows of weight 2.

Note that, to guarantee a minimum distance of at least 3, no row of weight 2 or 3 can have a 1 in the rightmost col-
umn. In addition, �n−1

2 � is the largest number of rows of weight 2 that can be contained in a matrix with n−1 columns
and minimum distance at least 3. No two rows with weight 2 can share a 1 in any position.

Next, we will show that (1, 2, 3) matrices (when they exist) give the lowest possible cost.
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0

A ...
0
0

B ...
0

0 0 · · · 0 0 1
Figure 6. A (1, 2, 3) matrix, [G].

Theorem 24. Let c = (1, 1, . . . , 1) and let n ≥ 3. If am × n (1, 2, 3)matrix [M ] exists, then [M ] attains the minimum total
cost for an (m, c, 1) guessing game with exactly n questions. This minimum cost is exactly 3(m − �n−1

2 � − 1) + 2�n−1
2 � + 1 =

3m− �n−1
2 � − 2.

Proof. Let m and n be parameters for an (m, c, 1) guessing game with exactly n questions, and assume an m × n (1, 2, 3)

matrix [G] exists. Because the cost function is fixed at c = (1, 1, . . . , 1), the total cost of a (m, c, 1) guessing game with
game matrix [G] is exactly the number of 1’s in [G]. Thus our goal is to determine the minimum total number of 1’s among
all m× n binary matrices [G] which have a minimum distance of at least 3.

Let [G] be a m× n guessing game matrix with d([G]) ≥ 3 that attains the minimum possible number of 1’s.

We first claim that [G] does not contain a zero vector. If [G] did contain a zero vector, then to ensure d([G]) ≥ 3, all other
vectors must have weight at least 3. Note that [M ] must contain at least one row of weight 2, and so this guarantees that
[G] has at least as many 1’s as [M ]. Thus we may assume that [G] does not contain a zero vector.

Next, we claim that [G] must contain a single vector of weight 1. Certainly [G] cannot have two or more vectors of weight
1 while maintaining d([G]) ≥ 3, and so it can contain either 1 or 0 such vectors. Suppose it has none. Then even if [G] has
the maximum possible number of rows of weight 2, [G] must have at least one more vector of weight 3 or larger compared
to [M ]. Thus [G] would not have lower weight than [M ].

Thus we may assume that [G] has no zero vector and has exactly one vector of weight 1. Without loss of generality, as-
sume that this single 1 appears in column n. To ensure d([G]) ≥ 3, any rows of weight 2 may not have a 1 in column n.
Thus at most �n−1

2 � of the remaining rows may have weight 2, and the rest must have weight at least 3. A (1, 2, 3) matrix
meets these bounds exactly, and so it must represent the minimum possible cost.

Note that the cost of an m × n (1, 2, 3) matrix is 3(m − �n−1
2 � − 1) + 2�n−1

2 � + 1, because �n−1
2 � of the m rows have

weight 2, one has weight 1, and the rest of the m rows have weight 3.

In the following work, we will prove that (1, 2, 3) matrices exist in certain cases. To do so requires some concepts from
a branch of math known as Design Theory. The interested reader is referred to Lindner6 for more information beyond
that presented below.
Definition 25. Let X = {1, 2, . . . , u} for u ≥ 3 (these elements are called varieties), together with a set B of subsets of X
of size 3 (called blocks or triples), such that every pair of varieties in X occurs in exactly one block of B. The pair (X,B)

is a Steiner Triple System of u varieties denoted STS(u).
Proposition 26 (see6 ). An STS(u) exists if and only if u ≡ 1 (mod 6) or u ≡ 3 (mod 6).
Definition 27. The replication number r of an STS(u) is the number of blocks that contain a fixed variety.

It can be shown7, for an STS(u), that the replication number r satisfies r = u−1
2 , regardless of the variety chosen. Simi-

larly, the number of blocks is exactly b = u(u−1)
6 .

Steiner Triple Systems will provide the basis for constructing (1, 2, 3) matrices. However, they exist only for a limited
number of varieties. Thus we consider an alternative structure to cover some of the remaining cases.
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Definition 28. Let X = {1, 2, . . . , u} for u ≥ 3 (these elements are called varieties). Let K be a non-empty set of natural
numbers. Let B be a set of non-empty subsets of X called blocks, such that for each b ∈ B, |b| ∈ K. In addition, each pair
of the u elements of X must appear in exactly one block of B. The pair (X,B) is a (u,K, 1) Pairwise Balanced Design, also
denoted by (u,K, 1)-PBD.

Note that the key difference between an STS(u) and a PBD(u,K, 1) is that the sizes of the blocks in a PBD(u,K, 1)

may vary, while an STS(u) always has blocks of size 3.
Definition 29. Let D = (P,B) where P = {p1, p2, p3, ..., pu} is a set of u varieties and B = {b1, b2, b3, ..., bv} is a set of
subsets of P . The incidence matrix of D is a |B| × |P | binary matrix M in which each entry Mij contains a 1 if subset bi
contains variety pj and a 0 if subset bi does not contain variety pj .
Example 30. Figure 7 shows the incidence matrix of an STS(7) with X = {1, 2, 3, 4, 5, 6, 7} and

B = {{1, 2, 4}, {2, 3, 5}, {3, 4, 6}, {4, 5, 7}, {5, 6, 1}, {6, 7, 2}, {7, 1, 3}}.

1 2 3 4 5 6 7
b1 1 1 0 1 0 0 0
b2 0 1 1 0 1 0 0
b3 0 0 1 1 0 1 0
b4 0 0 0 1 1 0 1
b5 1 0 0 0 1 1 0
b6 0 1 0 0 0 1 1
b7 1 0 1 0 0 0 1

Figure 7. The incidence matrix of an STS(7).

Note that all parameters of the STS(u) are visible in this matrix. Each row represents one block of size 3, and so each
row (that is, a block) has exactly three 1’s in it. Every pair of varieties appears in exactly one block, and so every pair
of columns (that is, varieties) share a 1 in exactly one position. Finally, every variety is in exactly 3 blocks, and so ev-
ery column contains exactly three 1’s as well.
Example 31. Figure 8 shows the incidence matrix of an (11, {3, 5}, 1)-PBD.

1 2 3 4 5 6 7 8 9 10 11
b1 1 1 1 1 1 0 0 0 0 0 0
b2 1 0 0 0 0 1 1 0 0 0 0
b3 1 0 0 0 0 0 0 1 0 0 1
b4 1 0 0 0 0 0 0 0 1 1 0
b5 0 1 0 0 0 1 0 1 0 0 0
b6 0 1 0 0 0 0 1 0 1 0 0
b7 0 1 0 0 0 0 0 0 0 1 1
b8 0 0 1 0 0 1 0 0 1 0 0
b9 0 0 1 0 0 0 1 0 0 0 1
b10 0 0 1 0 0 0 0 1 0 1 0
b11 0 0 0 1 0 1 0 0 0 1 0
b12 0 0 0 1 0 0 1 1 0 0 0
b13 0 0 0 1 0 0 0 0 1 0 1
b14 0 0 0 0 1 1 0 0 0 0 1
b15 0 0 0 0 1 0 1 0 0 1 0
b16 0 0 0 0 1 0 0 1 1 0 0
Figure 8. The incidence matrix of an (11, {3, 5}, 1)-PBD.



American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 15 | Issue 2 | September 2018 	 27

These incidence matrices will be the starting point from which we create (1, 2, 3) matrices that will ultimately repre-
sent our guessing games.
Lemma 32. Let n ≡ 1 or n ≡ 3 (mod 6) and 2 ≤ m ≤ n(n−1)

6 + 1. Suppose c = (1, 1, ..., 1). Then there exists anm × n

(1, 2, 3)matrix [G] which is a valid guessing game matrix for an (m, c, 1) guessing game G with exactly n questions.

Proof. Let n ≡ 1 (mod 6) or n ≡ 3 (mod 6). By Proposition 26 , there exists a STS(n) S with varieties N = {1, 2, 3, ..., n−
1, n}, block set B such that |B| = n(n−1)

6 , and replication number r such that r = n−1
2 . We will use B to construct a new

set of blocks.

We begin by removing variety n from all blocks in B and adding a single block {n}. More precisely, let B′ = {b \ {n}|b ∈
B} ∪ {{n}}. Then B′ contains n(n−1)

6 − r (unchanged) blocks of weight 3, r = n−1
2 blocks of weight 2, and a single block

of weight 1.

Let [S′] be the incidence matrix of S′ = (N,B′). We will show that d([S′]) ≥ 3.

Our key observation comes from the fact that every pair of varieties in N appears in exactly one block in B. Thus in B,
every pair of blocks differ by at least 4 elements. In terms of [S], every pair of rows differs in at least four coordinates,
meaning that the minimum distance of [S] is at least 4. Because any two rows in [S′] of weight 3 correspond directly to
blocks of S, these two rows must have distance at least 4.

Let vi and vj be two rows of [S′] such that |vi| = 3 and |vj | = 2. Based on a similar observation, vectors vi and vj share
at most one 1 in the same coordinate. Thus, d(vi,vj) ≥ 3.

Next consider two rows vi and vj of [S′] with |vi| = 2 and |vj | = 2. By construction, the corresponding blocks bi and
bj of S both originally contained the variety n. Therefore bi and bj do not share any variety other than n. Thus, vi and vj

share 1’s in no coordinates. It follows that d(vi,vj) = 4. In particular, the rows of weight 2 in [S′] contain a single 1 in
every column other than the column corresponding to variety n, which has only 0’s.

Finally, because variety n has been removed from all blocks in B′, the distance between any row vi and the row vn con-
taining only variety n must be at least 3.

Thus, d( [S′]) ≥ 3. In addition, [S′] contains one row with a weight of 1, n−1
2 rows with weight 2, and the remaining

n(n−1)
6 − n−1

2 rows have weight 3, for a total of n(n−1)
6 + 1 rows. Thus [S′] forms a valid guessing game matrix for a

(n(n−1)
6 + 1, c, 1) guessing game.

The construction above explains how to construct a matrix with exactly m = n(n−1)
6 +1 rows. To create a valid matrix for

a game with m < n(n−1)
6 + 1, we simply remove as many rows of [S′] as necessary, beginning with rows of weight 3. This

cannot affect the minimum distance of the matrix.

Next, we consider a case for which a Steiner Triple System does not exist.
Proposition 33 (See Lindner6 ). For n ≡ 5 (mod 6), there exists an (n, {3, 5}, 1)-PBDD such thatD has exactly one block of
size 5 while the rest of the blocks have size 3.
Lemma 34. Let n ≡ 5 (mod 6) and 2 ≤ m ≤ n2−n−2

6 . Suppose c = (1, 1, . . . , 1). Then there exists anm × n (1,2,3) matrix
[G] which is a valid guessing game matrix for an (m, c, 1) guessing game G with exactly n questions.

Proof. Let n ≡ 5 (mod 6). By Proposition 33, there exists a (n, {3, 5}, 1)-PBD D with varieties N = {1, 2, . . . , n} and
block set B that contains exactly one block of size 5 while the rest of the blocks have size 3. By counting pairs, we can de-

termine that D contains (
n
2)−(

5
2)

(32)
= n2−n−20

6 blocks of weight 3. Without loss of generality, we assume that {n, b, c, d, e} is

the block of weight 5 in D.

We now create a new block set by “breaking apart” the block of size 5. This will be similar to the proof of Lemma 32, but
with the added complication of the block of size 5.
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Let P = {b ∈ B|n ∈ b and |b| = 3} be the set of triples in D containing the variety n, and notice that |P | = n−5
2 . Define

P ′ = {b \ {n}|b ∈ P}. Let T = {b ∈ B|n �∈ b and |b| = 3} be the set of triples in D not containing the variety n. We leave
T unchanged.

We construct a new set of blocks B′ = P ′ ∪ T ∪ {{b, c}, {d, e}, {n}}. Note that {{b, c}, {d, e}, {n}} is essentially a “fac-

toring” of the block of size 5. Then the set B′ contains (
n
2)−(

5
2)

(32)
+ 3 = n2−n−2

6 blocks: (
n
2)−(

5
2)

(32)
− n−5

2 of weight 3 from

T , n−5
2 of weight 2 from P ′, two new blocks also of weight 2, and the new block of weight 1. We note that B′ contains

n−5
2 + 2 = n−1

2 blocks of size 2, the maximum possible number of such blocks.

The resulting structure D′ = (N,B′) that has been constructed from D will have an incidence matrix [D′] in the form
shown in Figure 9.

0

A
...
0

1 1 0 0 · · · 0 0 0
0 0 1 1 · · · 0 0 0

... 0
0 0 0 0 · · · 1 1 0
0 0 0 0 · · · 0 0 1
Figure 9. The incidence matrix [D′].

Similarly to the proof of Lemma 32, by using the fact that every pair in N appears in exactly one block of D, it follows
that d( [D′]) ≥ 3. Since we have shown that [D′] contains one row with a weight of 1, n−1

2 rows with weight 2 which are
mutually disjoint, while the remaining rows have weight 3 and d(D′) ≥ 3, it follows that [D′] is a valid (1, 2, 3) guessing
game matrix for a (n

2−n−2
6 , c, 1) guessing game with n questions.

The construction above explains how to construct a matrix with exactly m = n2−n−2
6 rows. To create a valid matrix for

a game with m < n2−n−2
6 , we remove as many rows as necessary, beginning with rows of weight 3. This cannot affect the

minimum distance of the matrix.

Theorem 35. Let c = (1, 1, . . . , 1) and let n ≥ 3. Suppose that one of the following is true:

• n ≡ 1 or 3 (mod 6) and 2 ≤ m ≤ n(n−1)
6 + 1

• n ≡ 5 (mod 6) and 2 ≤ m ≤ n2−n−2
6

Then a (1, 2, 3)matrix exists and provides the cheapest possible cost for an (m, c, 1) guessing game with exactly n questions.

Proof. Under the assumptions on n, an m × n (1, 2, 3) matrix [M ] exists by Lemmas 32 and 34. Note that if m is not as
large as possible, then some rows of weight 3 must be removed from the corresponding (1, 2, 3) matrix, as described in the
proof of the respective Lemma. By Theorem 24, [M ] gives the cheapest possible cost for an (m, c, 1) guessing game with
exactly n questions.

We note that Theorem 35 covers the interesting case where m ≤ n−1
2 + 1, in which case a (1, 2, 3) matrix [M ] contains

only rows of weight 2 and 1 (because, per the definition, all rows of weight 3 must be removed before removing any
rows of lower weight). In this case, [M ] is the same as a (2, 1) matrix, although possibly with several extra columns
containing all 0’s (effectively, questions that are unused). Thus Theorem 35 is consistent with the conclusion of Theo-
rem 21 applied with c = (1, 1, . . . , 1). In this case, the restriction on the number of questions has no effect.
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Example 36. The following is the construction of a (1, 2, 3) matrix with m = 8. We begin with the incidence matrix of
an STS(7) from Figure 7. By following the construction of a (1, 2, 3) matrix as described in Lemma 32, we let the variety
1 be the variety that we remove from the blocks and then replace in a block of weight 1. From this, we yield the matrix in
Figure 10.

1 2 3 4 5 6 7
b1 0 1 0 1 0 0 0
b2 0 1 1 0 1 0 0
b3 0 0 1 1 0 1 0
b4 0 0 0 1 1 0 1
b5 0 0 0 0 1 1 0
b6 0 1 0 0 0 1 1
b7 0 0 1 0 0 0 1
b8 1 0 0 0 0 0 0

Figure 10. The incidence matrix with variety 1 removed and a new row added.

By rearranging the columns and rows of the matrix in Figure 10, we obtain the (1, 2, 3) matrix in Figure 11.

2 4 3 7 5 6 1
b2 1 0 1 0 1 0 0
b3 0 1 1 0 0 1 0
b4 0 1 0 1 1 0 0
b6 1 0 0 1 0 1 0
b1 1 1 0 0 0 0 0
b7 0 0 1 1 0 0 0
b5 0 0 0 0 1 1 0
b8 0 0 0 0 0 0 1
Figure 11. The final (1, 2, 3) matrix.

If c = (1, 1, 1, 1, 1, 1, 1), this gives a (8, c, 1) guessing game with exactly 7 questions and total cost 3 · 8− � 8−1
2 � − 2 = 19.

Example 37. The following is the construction of a (1, 2, 3) matrix with m = 11 as described in this section. We begin
with the incidence matrix of an (11, {3, 5}, 1)-PBD from Figure 8.

By following the construction of a (1, 2, 3) matrix as described in Lemma 34, we let the variety 1 be the variety that we
remove from the blocks and then replace in a block of weight 1. From this, we yield the matrix seen in Figure 12. The
blocks created from original block of weight 5 are highlighted.
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1 2 3 4 5 6 7 8 9 10 11
b1 0 1 1 0 0 0 0 0 0 0 0
b2 0 0 0 1 1 0 0 0 0 0 0
b3 0 0 0 0 0 1 1 0 0 0 0
b4 0 0 0 0 0 0 0 1 0 0 1
b5 0 0 0 0 0 0 0 0 1 1 0
b6 0 1 0 0 0 1 0 1 0 0 0
b7 0 1 0 0 0 0 1 0 1 0 0
b8 0 1 0 0 0 0 0 0 0 1 1
b9 0 0 1 0 0 1 0 0 1 0 0
b10 0 0 1 0 0 0 1 0 0 0 1
b11 0 0 1 0 0 0 0 1 0 1 0
b12 0 0 0 1 0 1 0 0 0 1 0
b13 0 0 0 1 0 0 1 1 0 0 0
b14 0 0 0 1 0 0 0 0 1 0 1
b15 0 0 0 0 1 1 0 0 0 0 1
b16 0 0 0 0 1 0 1 0 0 1 0
b17 0 0 0 0 1 0 0 1 1 0 0
b18 1 0 0 0 0 0 0 0 0 0 0

Figure 12

By rearranging the columns and rows of the matrix in Figure 12, we obtain the (1, 2, 3) matrix in Figure 13.

2 3 4 5 6 7 8 11 9 10 1
b6 1 0 0 0 1 0 1 0 0 0 0
b7 1 0 0 0 0 1 0 0 1 0 0
b8 1 0 0 0 0 0 0 1 0 1 0
b9 0 1 0 0 1 0 0 0 1 0 0
b10 0 1 0 0 0 1 0 1 0 0 0
b11 0 1 0 0 0 0 1 0 0 1 0
b12 0 0 1 0 1 0 0 0 0 1 0
b13 0 0 1 0 0 1 1 0 0 0 0
b14 0 0 1 0 0 0 0 1 1 0 0
b15 0 0 0 1 1 0 0 1 0 0 0
b16 0 0 0 1 0 1 0 0 0 1 0
b17 0 0 0 1 0 0 1 0 1 0 0
b1 1 1 0 0 0 0 0 0 0 0 0
b2 0 0 1 1 0 0 0 0 0 0 0
b3 0 0 0 0 1 1 0 0 0 0 0
b4 0 0 0 0 0 0 1 1 0 0 0
b5 0 0 0 0 0 0 0 0 1 1 0
b18 0 0 0 0 0 0 0 0 0 0 1

Figure 13. The final (1, 2, 3) matrix.
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PRESS SUMMARY
The game “20 questions” has always been a staple for children trapped in long car rides. We explore guessing games
like “20 questions” in which one player chooses a number, and the other player asks yes-or-no questions to determine
the number. In our games, the responding player may lie once. By adding a cost to each question in these games, we
are able to quantify their efficiency. We determine the most efficient games in two cases: When the number of ques-
tions is unlimited, and when the number of questions is limited and the costs are especially simple. In each case, we
explain exactly how to play these games in the most efficient way.
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ABSTRACT 
Crops and stored grains are susceptible to pathogens that represent a threat to our health. The study presented herein compares 
the normal surface and endophytic fungal communities present on white and brown rice grains. One hundred grains of each rice 
variety was analyzed to determine their fungal contaminants and endophytes. Fungi were inoculated on SDA media, and purified 
in PDA media; morphological characterization was performed followed by amplification of the ITS region using PCR for all 
fungal isolates. Statistical analysis indicated significant differences between medium brown rice compared to white rice for surface 
and endophytic communities (p-value  0.05). In addition, a higher fungal diversity was found on brown rice grains compared to 
white rice. This variation may be due to differences in the processing methods used for each rice grain type. BLAST analysis 
revealed the presence of toxigenic strains of Aspergillus flavus, A.oryzae, Penicillium verrucosum, and P. viridicatum. The study of fungal 
growth in rice grains can contribute to the minimization of mycotoxin production by its prevention and control; therefore, 
decreasing crop contamination and human exposure to their metabolites.  
 
KEYWORDS 
Fungi; Rice; Fungal Contaminants; Fungal Endophytes 

 
INTRODUCTION 
For years, rice has been one of the most important crops worldwide, not only for its nutritional value but also for the economic 
profit generated by its production and consumption. Produce and commercialized in approximately more than 25 countries, rice 
has become an essential nutrient in our daily diet.  According to the Food and Agriculture Organization, in 2015 milled rice 
production reached approximately 491.5 million tons (milled eq.); with a feed use of 1.8 million tons (milled eq.).1 China, India, 
Indonesia, Bangladesh, Vietnam, and Thailand are described as the six major producers of this crop. Even though the United 
States production of rice is relatively low compared to the six top producers, it is still considered a major one.  In 2015, U.S. rice 
exports increased 18% from the prior year to a total of 3.5 million tons, the highest in 4 years; most of the yield was exported to 
Latin America.2 Puerto Rico imports 85% of their food products from the United States, including rice, based on the U.S. 
merchant marine acts, under the Foraker Act.  This law states that entrance of every product into the island must be carried on 
U.S. shipments.3  
 
Rice crops can be contaminated with mycotoxin-producing fungi. These pathogens are known to infest rice via two pathways: (1) 
in the field while rice is growing (field fungi); pre-harvest method, or (2) during the processing and storage after harvesting 
(storage fungi); post-harvest method. The presence or absence of mycotoxins depends on different factors such as genotype of 
the fungal isolate, interactions with other organisms on the substrate where they coexist, origin of the crop and its climatology, 
stress factors, available nutrition, physical damage due to insect activity, or agricultural and post-harvest practices.4, 5 The major 
mycotoxins, based on the levels of toxicity, have been identified as aflatoxins, ochratoxins, fumonisins and trichothecenes.6 These 
can be produced by various genera including Aspergillus, Penicillium, Fusarium, Claviceps, Stachybotrys.6 Human exposure to mycotoxin 
has been linked to many neurological diseases, immunosuppression, carcinogenic effects, nephrotoxicity, and hepatotoxicity, 
among others.6–8  
 

It is estimated that approximately 25% of the world cereal production is contaminated with mycotoxins or their derivatives.9 The 
study presented here is an initial effort to analyze endophytic and surface fungal contamination in milled white rice grains and 
brown rice grains commercially sold in Puerto Rico. Due to the level of importance, this crop possesses to human nutritional 
sustainability, the study of mycotoxin-producing fungi will provide insight for future prevention and control of exposure to 
mycotoxins, therefore decreasing global economic losses, crop contamination, and human exposure to fungal pathogens and their 
secondary metabolites.  
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METHODS AND PROCEDURES 
Collection of Rice Grains 
Between 454 and 907 grams of milled rice samples were purchased from stores and supermarkets located in Caguas, Puerto Rico; 
standard packages sold for medium fortified brown rice contained less grain quantity (454 grams) when compared with medium 
fortified white rice (907 grams). Multiple batches were obtained at two-time points: August 2015 and June 2017, and analyzed one 
week after purchase; bags were stored at 25C, and ambient light. Once open, batches were not re-used or stored. Two different 
types of rice, medium fortified white and brown rice, were tested for surface and endophytic fungal isolates. Each group consisted 
of biological triplicates containing 50 grains per rice type. Both samples were selected from the same brand denominated as Brand 
A.  
 
Surface Fungal Isolation Assay  
Fungal Isolation was performed following Samson et al. (2002) protocol.10 A total of 150 grains per rice type were selected for 
analysis; n=3, 50 samples per n. Grains were immersed in a solution of 0.4% of sodium hypochlorite for 2 min, rinsed with 
dH2O, and dried for sterilization. Direct plating of grains was performed into Sabouraud Dextrose Agar (SDA) and incubated at 
25C for 7 days and ambient light; 5 particles per plate. Fungal colonies were sub-cultured and purified on Potato Dextrose Agar 
(PDA) under the same conditions.  
 
Endophyte Isolation Assay  
Fungal Isolation was carried out using a modification of the method described by Samson et al. (2002).10 One hundred fifty grains 
per rice type were selected for analysis; n=3, 50 samples per n. Grains were half-cut and surface-sterilized with a solution of 0.4% 
of sodium hypochlorite for 2 min, rinsed with dH2O and dried. Plating of samples and purification of isolates was performed as 
described above. 
 
Control Assay 
Ten grains were surface-sterilized as described previously, dried, and autoclaved. Plating of samples and purification of isolates 
was performed as described above. 
 
Morphological Identification of Isolates 
Fungal characterization for surface and endophytic isolates was performed following Lozada-Troche et al. (1998) “Moist chambers” 
protocol.11 Chamber cultures consisted of Petri dishes containing a 75mm microscopic slide placed above a V-shaped glass rod 
with a portion of SDA media over the slide and filled with dH2O. Mycelia of isolates were transfer into the chamber's media and a 
cover with a glass slip. Chambers were maintained at room temperature and ambient light. After 96hrs, fungal structures were 
stained with lactophenol cotton blue to identify the genera according to their hypha, conidia and spore morphology.  Isolates were 
identified following the Dugan (2006) identification guide.12  
 
DNA Extraction  
Extraction and purification of DNA from fungal isolates were carried out using a modification of the protocol described by Liu et 
al. (2000).13 Hyphal tip transfer of samples was performed into SDA liquid media and incubated for 7 days at 25C with a shaking 
speed of 40rmp.  Fungal isolates were centrifuged at 10,000 x g for five minutes, and the supernatant discarded. Five hundred l 
of lysis buffer was added to Eppendorf microtubes containing fungal hyphae and blended for ten minutes.  Once homogenous, 
150 l of 5M potassium acetate was added, vortexed, and centrifuged at 10,000 x g for one minute. The supernatant was collected,  
600 l of 100% isopropanol added, and tubes were spun at 10,000 x g for two minutes. The resulting DNA pellet was washed 
using 500 l of 70% ethanol, then centrifuged, after which ethanol was removed, and residual ethanol was evaporated at 25°C for 
ten minutes. The pellet was re-suspended in 50 l of 10Mm Tris.  
 
Amplification of ITS region 
The Internal Transcribed Spacer (ITS) region one and two including 5.8S gene were amplified using specific primers ITS1 and 
ITS4.14 PCR amplifications were carried out in a total volume of 50 l containing 2.5 M of nucleotide mix, 20 pmol of each 
primer, 2.5 U of Taq Polymerase (Promega, Madison, USA), 1X reaction buffer and 20-50 ng of genomic DNA. Amplifications 
were performed in an Eppendorf Master Cycler® gradient (Brinkmann Instruments) using 30 cycles with the following 
parameters: 1 min denaturation at 94°C, 45 sec annealing at 45°C, 1 min extension at 72°C, and a final extension of 5 min at 
72°C. PCR amplifications were verified using a 1% agarose gel with UVIEW (Biorad) under UV light. Length of amplified 
fragments was determined by comparison with the migration of Lambda Hind III plus marker (Lambda Biotech Inc., St. Louis, 
USA).  PCR amplicons were purified following the Zymoclean Gel DNA Recovery protocol.15 
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Sample Sequencing and Isolate Identification 
The sense and reverse strands of the PCR products of the fungal strains were sequenced using the Applied Biosystems Big Dye™ 
Terminator v3.1 and ABI 3130 xl genetic analyzer (Applied Biosystems/ MDS SCIEX, Foster City, USA). DNA purified samples 
were sent to the Sequencing and Genomics facility, University of Puerto Rico-Río Piedras for sequencing. The DNA sequence 
data from fungal amplicons were analyzed with a BLASTn to identify the strains at the species level.16 Newly obtained sequences 
were deposited in GeneBank (Table 1). 
 
 

Species  Accession numbers 
Aspergillus aculeatus KY006833, KY006835, KY006836, KY006838, KY006839 
A. clavatus KY006827, KY006843, KY006845, KX944171, KX944177 
A. flavus KY006825, KY006826, KY006828, KY006831, KY006832, KY006844, 

KX944169, KX944170, KX944180, KX944182 
A. japonicus KY006834 
A. oryzae KY006837, KY006846, KX944179 
Fusarium equiseti KX944173 
Penicillium citrinum KX944178 
P. polonicum KX944172, KX944174 
P. verrucosum KY006840, KY006841, KY006842 
P.viridicatum KY006830, KX944181 
Penicillium sp. KY006829, KX944176 
Rinocladiella similis KX944175 

Table 1. New ITS sequences obtained in this study. Sequences were deposited in GeneBank; species name and accession number are listed.  
 
Statistical Analysis 
Colonization frequency (CF) was calculated as described by Suryanarayanan and Vijaykrishna (2001); stated in Equation 1. 17 CF’s 
were graph using Datagrap 4.1 (Visual Data Tools, Inc., 2006). Wilcoxon’s test was performed to compare the difference in fungal 
communities between medium fortified white vs. brown rice for surface and endophytic isolates; P 0.05 was set to determine the 
significance of results. GraphPad contingency calculator (StataCorp LLC, TX) was used to determine P value.  
 
 
                       𝐶𝐶𝐶𝐶 = (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑏𝑏𝑏𝑏 𝑎𝑎 𝑠𝑠𝑠𝑠𝑠𝑠𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 )  𝑥𝑥 100                                          Equation 1. 
 

 
RESULTS  
A significant difference in surface and endophytic fungal communities between medium fortified brown vs. white rice  
Wilcoxon’s test was conducted to determine a difference in fungal presence between medium fortified white vs. brown rice. A 
significant difference between medium brown rice compared to white rice was determined for surface and endophytic 
communities (p-value  0.05) (Table 3). A number of fungal isolates obtain per replicate is presented in table 2 for each group. 
Control samples showed no fungal colonization.  
 
 

Mycoflora Type Rice Type N=1 N=2 N=3 
Surface White Rice 5 4 2 

 Brown Rice 22 38 40 
     

Endophytic White Rice 3 2 2 
 Brown Rice 4 37 30 

Table 2. A number of fungal isolates obtain on rice grains. Each replicate consisted of 50 grains.  
 
 

Mycoflora Type  P value 
Surface White Rice vs. Brown Rice 0.0495 

Endophytic White Rice vs. Brown Rice 0.0463 
 

Table 3.  P- value of medium fortified white vs. brown rice for surface and endophytic communities. (n=3, 50 samples per replicate).  
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Colonization frequency for surface communities  
Identification of fungal isolates revealed strains of Aspergillus, Penicillium, Rhinocladiella, Mucor, and Fusarium. CF’s were significantly 
higher for brown rice compared to white rice, with a higher frequency of Aspergillus strains (Figure 1). Rhinocladiella strains were 
only found on white rice, while strains of Fusarium and Mucor on brown rice.  Furthermore, a significant amount of fungal isolates 
was identified as ‘non-sporulators’ due to their inability to develop a reproductive structure.  
 

 
          Figure 1. Colonization frequency for surface communities. % age of CF’s on medium fortified white and brown rice grains (three replicates per type).  
 
Blast Sequence Identification 
BLASTn sequence identification was only performed as n=1. Results successfully identified strains of Aspergillus oryzae, Penicillium 
citrinum and Rinocladiella similis in medium fortified white rice. Strains of Aspergillus clavatus, Aspergillus flavus, Aspergillus oryzae, 
Fusarium equiseti, Mucor sp., Penicillium alli, Penicillium polonicum, Penicillium viridicatum, and Penicillium sp. were identified in medium 
brown rice. Endophytes consisted of strains of Aspergillus aculeatus, Aspergillus flavus, Aspergillus japonicas, and Penicillium verrucosum. 
Percentages of BLAST homology are presented in Table 4. 
 

Surface Communities Rice Type Endophytic Communities Rice Type 

Aspergillus clavatus (99%) B Aspergillus aculeatus (98%) W, B 

Aspergillus flavus (99%) B Aspergillus flavus (96%) W 

Aspergillus oryzae (100%) W, B Aspergillus japonicus (99%) B 

Fusarium equiseti (98%) B Penicillium verrucosum (99%) B 

Mucor sp. B   

Penicillium alli (98%) B   

Penicillium citrinum (99%) W   

Penicillium polonicum (97%) B   

Penicillium viridicatum (98%) B   

Penicillium sp. (99%) B   

Rinocladiella similis (98%) W   

Table 4. Fungal isolates in surface and endophytes mycoflora obtain in this study. Percentage indicates BLAST homology. W = white medium fortified rice, B = 
brown medium rice. (n=1, three replicates per group). 
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DISCUSSION 
Statistical analysis indicated significant differences between medium brown rice compared to white rice for surface and 
endophytic communities (p-value  0.05); suggesting that a higher proportion of medium brown rice contains fungal 
contaminants. Microscopic fungal identification indicated the presence of genera such as Aspergillus, Penicillium, Rhinocladiella, 
Mucor, and Fusarium, with CF’s ranging from 2% to 34% (Figure 1). Furthermore, a higher fungal diversity was observed on 
brown compared to white rice grains. BLAST sequence identification showed the presence of putative mycotoxin-producing 
fungi Penicillium citrium in white medium fortified rice, and Aspergillus flavus and Penicillium viridicatum in brown medium fortified 
rice. The high levels of fungal growth in medium brown rice compared to white rice may be due to harvesting and milling 
methods. After harvesting, grains undergo a drying and hulling process, at this point, no further processing is necessary for brown 
rice. However, white rice is subjected to a milling and enriching process which ensures the removal of the outer bran layer and 
provides the white gloss aspect.18 The removal of this layer leads to a loss in protein, vitamins, minerals and lipids levels; utilized 
by fungi during their nutrition. This may implement a significant reduction of mold’s nutrients leading to a reduction in fungal 
growth and diversity on white rice.  
 
In studies conducted with rice in Cuba and sorghum in Argentina, other researchers found the presence of filamentous and 
potential mycotoxin-producing genera Aspergillus, Fusarium, and Penicillium, as well as phytopathogenic genera Bipolaris, Curvularia, 
Alternaria, Pycularia, and Cercospora in rice (Almaguer and Rodriguez-Rajo, 2012), and Alternaria, Aspergillus, Cladosporium, Curvularia, 
Fusarium, Penicillium, and Phoma in sorghum (Gonzalez et al., 1997). 19, 20  Furthermore, studies conducted with rice in Vietnam 
revealed the presence of three main genera: Aspergillus, Fusarium, and Penicillium; with focus on toxigenic strains Aspergillus flavus, 
Aspergillus ochraceus and Penicillium citrinum.21 In southern regions of the United States, previous reports showed that Aspergillus flavus 
and Fusarium verillicoides represent high contaminants for corn samples, while Fusarium species are most common in rice; 
nevertheless, rice seems to exhibit more resistance to fungal contamination and mycotoxin production than other crops.22  
Similarly to these studies, our results showed the presence of Aspergillus, Fusarium, and Penicillium genera’s in medium fortified 
white and brown rice; while species analysis revealed the presence of Aspergillus flavus and Penicillium citrinum.  
 
The high occurrence of fungal contamination in commercially sold rice grain in Puerto Rico may be due to poor post-harvesting 
methods. Extrinsic factors such as humidity, water content, and temperature are a vital factor for fungal infection. Water content 
is the principal environmental factor that influences the three stages of germination, particularly the first stage: swelling of the 
spore.23 Furthermore, temperatures ranging from 15-40C promote fungal infection.23 When imported, grains are prone to 
constant temperature and humidity changes which contribute to fungal proliferation. Because of the great importance this crop 
possesses, it is vital that strict pre-harvest and post-harvest methods be applied in order to prevent and reduce the incidence of 
fungal contamination, and possible mycotoxin production. Thus, the measures applied to reduce and minimize contamination 
should focus towards the prevention against fungal development in the field, as well as the production of secondary metabolites.4  

 
CONCLUSION 
The present study represents an initial effort to reveal the occurrence of surface and endophytic fungal microflora contamination 
in medium fortified white and brown rice commercially sold in Puerto Rico. The results have shown a higher occurrence of fungal 
contamination in brown rice grains compared to white rice for surface and endophytic communities. Nevertheless, furthers 
studies with a higher number of replicates, as well as consideration of other rice brands need to be conducted to establish a 
specific pattern. Taxonomic results showed a higher fungal diversity on brown rice compared to white rice. In addition, potential 
mycotoxin-producing species were identified in both white and brown rice grains; Penicillium citrium in white medium fortified rice, 
and Aspergillus flavus and P. viridicatum in brown medium rice. Further studies should focus on identification, quantification, and 
prevention of mycotoxins in rice grains. The measures applied to reduce and minimize mycotoxins should focus towards two 
different aims: the prevention against contamination and fungal development in the cereal, as well as the production of secondary 
metabolites; and the detoxification of mycotoxins when they occur in the grain.4 For the latest, decontamination of mycotoxin and 
mycotoxin-producers by cooking methods had been successfully implemented.  Palavaras et al. (2004) showed a 72-89% 
reduction of mycotoxin levels in rice grains after different cooking methods. 4,24 Hence, autoclaving practices will implement a 
great and accessible post-harvest method for the reduction of mycotoxin-producers and their metabolites in food samples in 
industrial settings; as shown in our previous control assay (refer to method section).  
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PRESS SUMMARY 
For years, rice has been one of the most important crops in the world. Approximately 75% of the human population includes it in 
their daily diet because of its nutritional value. However, these crops can be attacked by various pathogens, leading to production 
losses, and adverse health effects in animals and humans. One of the most important groups of pathogens and major crop 
contaminants are fungi. The study presented herein compares the surface and endophytic fungal microflora present on medium 
fortified white and brown rice commercially sold in Puerto Rico. The goal of this research is to identify whether commercially 
sold rice in Puerto Rico are contaminated with fungal pathogens, and the difference in fungal incidence between medium fortified 
white vs. brown rice The identification and classification of these organisms is vital to elucidate their behavior and mechanisms of 
action in the environment, as well as designing new methods for prevention and control; therefore, decreasing crop 
contamination and human exposure. 
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ABSTRACT 
Concern has arisen about levels of silica in ambient particles near sand mines in Northwestern Wisconsin. Airborne particles 
released from mining and processing activity may release respirable silica into the air, which can have adverse health effects on 
individuals exposed to significant quantities. In order to assess these levels of silica, this study developed a parallel analysis using 
an X-ray diffraction (XRD) and scanning electron microscopy/energy-dispersive X-ray spectroscopy (SEM-EDS) analysis to test 
particles in real air samples. Calibrations were constructed for the XRD analysis (following NIOSH Method 7500) with silica 
standards containing 10 μg – 500 μg respirable silica on filter media with detection limits of 19-28 μg.  SEM-EDS methods 
incorporated identifying the geologic composition of particles using the elemental analysis. Real air samples were collected at a 
sand mining site using a cascade impactor. Filter substrates were pre-weighed and post-weighed to determine the total dry mass of 
particles sampled and XRD results show at maximum 16 % of the mass can be attributed to crystalline silica in the samples. An 
SEM-EDS analysis to categorize the particles geologic classification using ratios of elements shows more than 70% of sampled 
particles are classified as potassium feldspars. 
 
KEYWORDS 
Particulate Matter; Sand Mining; Silica; Atmospheric Characterization; XRD; SEM-EDS; Fugitive Dust 

 
INTRODUCTION 
Airborne particulate matter is a highly variable and complex mixture of solid or liquid matter. Both natural and anthropogenic 
sources are responsible for the distribution of primary particulate matter in air. Particles with the potential to cause health effects 
are associated with its size, composition, and concentration in the air, where typical federal regulations identify hazards by particle 
size and concentration.1 Particulate matter composed of crystalline silica poses a health threat.2 Emission of silica-containing 
particulate matter may occur during sand mining in Wisconsin as sandstone is crushed and broken apart, releasing dust particles 
into the air.3 The sand mining industry has grown immensely in Wisconsin in the past years, from just 8 industrial sand facilities in 
2008 to 129 in 2015, making Wisconsin the nation’s leading sand producer due to the demand for specialized sand used in 
hydrofracking operations (referred to as frac sand mining).4 As the number of frac sand mining facilities in Wisconsin increased 
rapidly, concern has arisen on the correlation between the sand mining boom and the potential for increasing ambient particle 
concentrations which may contain respirable crystalline silica.  Residents near the frac sand sites have concerns about the potential 
exposure to respirable crystalline silica in the air. With no federal or state guidelines or standards for respirable crystalline silica in 
ambient air, Minnesota Department of Health and California Office of Environmental Health Hazarded Assessments established 
an air quality chronic health-based value (HBV) of 3.0 µg/m3 for respirable crystalline silica.5 
 Silica, silicon dioxide (SiO2), is one of the most abundant compounds in Earth’s crust being present in most of the rocks 
and soils. It is found with both amorphous microstructure and crystalline structure, and three principal forms: quartz, cristobalite, 
and tridymite. Crystalline silica particles, primarily quartz dust, are known to be a human carcinogen.6 Respirable crystalline silica 
is defined as silicon dioxide particulates of 4 micrometers or less in diameter (PM4) by OSHA.7 Excess exposure to these particles 
can lead to the development of silicosis, airway diseases, pulmonary tuberculosis, chronic renal disease, and lung cancer.1 PM10 
silica particles can become airborne and be inhaled and enter the lungs. Particles of a diameter of 4 μm or less pose a greater 
health hazard. Not only are these particles small enough to enter the lungs, but they can also travel into the alveolar regions of the 
lungs where they can cause irreparable damage.8 Alveolar macrophages engulf but fail to dissolve the particles, triggering an 
inflammatory response.9 The scar tissue left by this damage can, over time, result in the production of shortness of breath, poor 
gas exchange in the lungs, fatigue, and in extreme cases, respiratory failure. 
The Occupational Safety and Health Administration established a Reference Exposure Limit (REL) for respirable crystalline silica 
at 50 µg/m3 averaged over an 8-hour working shift.10 The recommended analysis, NIOSH method 7500,7 uses XRD analysis to 
determine silica concentrations. This method aims to collect atmospheric particles with the use of polycarbonate filters and 
cyclones samplers. Samples are prepared by ashing the filters and depositing the resulting ash onto silver filters, which are then 
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analyzed by XRD. NIOSH Method 7500 has been used by Sanderson et al. to evaluate respirable silica abundance near sand 
mines.2 Other studies that utilize the NIOSH method to measure respirable silica include Shiraki et al.’s study11 on silica exposure 
near a sand facility in central California, and Richards et al. studies12, 13 at Aggregate-Producing-sources in California and at frac 
sand mining facilities in Wisconsin.  
 The sandstone material being mined in western Wisconsin consists mainly of well-rounded quartz grains (95%), a 
majority in the 0.3-0.6 mm diameter range, ideal for use in hydraulic fracking operations14. The interstitial spaces consist of void 
spaces and cement made up of dolomite, hematite, authigenic potassium feldspar, illite, and authigenic quartz, based on a previous 
study on the Wowenoc and Jordan formations.15 The components of the cement pose no added health concern for their 
composition in particulate matter. Due to the history of crystalline silica particle emissions from sand mining,2 this study is aimed 
at investigating the amount of quartz found in ambient particles emitted at these mines.  
Two studies have investigated particles in areas near to frac sand mines in Wisconsin. Walters et al. investigated PM2.5 airborne 
particulates near frac sand operations using an SKC DPS sampler to determine PM2.5 concentrations.3 Authors of this study 
assumed that all the PM2.5 particles counted were silica, concluding that there is an increase of ambient PM2.5 levels as a result of 
increasing frac sand mining. On the other hand, another study by John Richards at EOG facilities monitored air emissions for 
crystalline silica at PM4 and collected 657 average daily measurements from the fence lines of sand producing facilities in 
Wisconsin.13 The study described measurements of local PM2.5 monitoring stations as representing regional fine particle loading, 
and the results showed there is little influence by nearby sand mine operations. NIOSH Method 7500 was followed, sample values 
below the limit of quantification were treated as zeros, XRD results showed the average long-term ambient PM4 crystalline silica 
concentrations ranged between 0.05 and 0.45 µg/m3, from 5% to 20% of the Minnesota Department of Health’s and California 
Office of Environmental Health Hazarded Assessments’ exposure level of 3.0 µg/m3. However, this study only measured the 
concentration of crystalline silica at PM4, and the composition of the particles that were not silica remained unresolved.  
 One way to solve the discrepancy between these two studies is to conduct some elemental analysis on the sampled 
particles using SEM-EDS. This strategy has been employed successfully by many groups to develop parameters for principal 
component analysis and source apportionment.16-18 Moreno et al.19 used scanning electron microscopy-energy dispersive 
spectroscopy in order to characterize the geology of ambient particles. Many others have used multi-instrumentation approaches 
to characterize ambient particles and their sources better.20, 21 
To have a better understanding of both the levels of crystalline silica and elemental composition of particles in the air, this study 
quantitatively and qualitatively measured respirable particles near frac sand mining sites in Wisconsin. Because of the toxicity of 
respirable crystalline silica, the analysis focuses on the identification of quartz with respect to other materials in the particles. 
Scanning electron microscopy-energy dispersive spectroscopy (SEM-EDS) and X-ray diffraction (XRD), were used to directly test 
for crystalline silica and other geologic parent material using elemental analysis. Samples for XRD analysis were prepared based on 
a modified version of NIOSH method 7500.  
 
METHODS AND PROCEDURES 
Sample Collection 
Samples were collected using two Sioutas Personal Cascade Impactors, each composed of four stages, used to separate particulate 
matter based on size. Using the Leland Legacy Sample Pumps at a flow rate of 9 L/min for 24 hours, filters were sampled at the 
Fairmont Santrol mine in Menomonie, WI next to the "Grizzly," a rock crusher with no fugitive dust control measures in an open 
area. Typically the machine was operated in either 2 or 3 shifts (16 to 24 hours a day). The cascade impactors were each loaded 
with four pre-weighed 25 mm diameter 2.0 µm pore size filters made of polycarbonate (for XRD analysis) or PTFE (for SEM-
EDS analysis). Airborne particles were separated into four size ranges: >2.5 μm, 1.0-2.5 μm, 0.50-1.0 μm, and 0.25-0.50 μm, 
corresponding to stages A, B, C, and D respectively. An identical field blank filter was used as a control for comparison. Each set 
of samples was collected for 24 hours. Pre- and post-weighing of desiccated filters to the nearest 0.01 mg was performed to 
determine deposited particle mass. The weighing process was performed a minimum of three times until a variability of less than 
0.1% was achieved.  
 

Sampling Date SEM analysis XRD analysis Gravimetric 
6/25/15 X   
7/27/15 X X  
9/24/15 X X X 
11/15  X X 

Table 1: Overall sampling at Menomonie site with two particle samplers equipped with filters for either SEM or XRD analysis. Gravimetric analysis was 
conducted on filters used for XRD analysis that were pre-weighed before sampling. 
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XRD Analysis 
The quartz component of the particles has significant health implications, so the XRD analysis focused exclusively on the 
identifying the amount of crystalline silica collected. Sample preparation for analysis by X-ray diffraction was performed using a 
modified version of NIOSH Method 7500. Polycarbonate and silica standard filters were ashed in a muffle furnace at 500°C for 2 
hours. The ash was then suspended in 2-propanol, and the suspension was subjected to an ultrasonic bath for 30 minutes to break 
up agglomerated particles. Particles were deposited onto a silver filter using a vacuum filtration apparatus. The filters were heat-
fixed to a glass slide using Parlodion solution and mounted on the XRD (Bruker D8 Discover). 
A calibration curve for the XRD analysis method was constructed using 10 μg, 20 μg, 50 μg, 100 μg, 250 μg and 500 μg silica 
calibration standard filters from NIST’s Standard Reference Material division. Filters were subjected to the sample preparation 
method and analyzed by XRD. Peak areas were measured versus quartz masses to derive a linear equation. The detection limit, 
DL, was calculated as: 
 

                                                           DL = 3sx/m      Equation 1. 
 
where sx is the standard deviation of the intercept, and m is the slope of the linear calibration curve generated. Two calibrations 
were made on July 25, 2015, and June 6, 2016. The equation derived from the standard calibration curve was used to solve for 
quartz mass in the three samples from the field using the peak areas obtained from the sample XRD spectra.  
Full XRD rotation was used to ensure use of continuous angles of a sample to help eliminate random errors that may occur when 
repeatedly testing multiple fixed angles. Peak areas were measured from the peak maximum at 26.66° (2𝜃𝜃) to ± 4*width to 
calculate the tails range for each peak (Figure 1). Due to the time-intensive nature of the XRD scans (~5 hours each) and the 
small sample material amounts, the XRD was only used to quantify quartz. 

          Figure 1. Area under the primary peak of quartz at 26.66 °2𝜃𝜃 was calculated using XRD. 
 
SEM-EDS Analysis 
Elemental characterization of the particles was done using a scanning electron microscope. Particles from the sample were 
transferred onto carbon tape which was placed on an aluminum stub. The particles were analyzed using scanning electron 
microscopy (Hitachi S-3400N Variable Pressure SEM) coupled with energy dispersive spectroscopy (EDS with ~ 1-micron 
resolution). The microscope working distance was 10 mm with an accelerating voltage of 15 kV and had an acquisition of 60 s live 
time. The X-ray point-and-shoot and linescan methods were used to run the analysis. The point and shoot method focused on a 
specific point on a particle, providing an elemental analysis of a particular spot (See Figure 2). The sample was broken up into 
three zones and six sections. A random number generator was used to select one of these sections to analyze, and this process 
was repeated 6 times per filter. The points analyzed formed a grid of six points, three on top and three below per section totaling 
N=36 for each filter stage (if sufficient particles were available). The point-and-shoot analysis can only perform this analysis on an 
area down to 0.5 μm in diameter, so this method was only used for elemental analysis of the largest particulate sample, stage A.  
 The linescan method was used to analyze the other three stages, B-D on 9/24/15. Rather than analyzing individual 
points, the linescan method analyzes 100 points along a line to produce a spectrum, allowing a larger sample of particles to be 
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analyzed per each section. Each filter sample produced 1200 data points. In the linescan method, the sample was broken up into 
five zones and each zone into six sections. Like the point-and-shoot method, one of the six sections was selected for analysis 
using a random number generator. Four linescans were run in the shape of a pound sign to analyze multiple particles in the 
sample. This process was repeated for each of the five zones.  The data collected was categorized into different geological classes, 
which was modified from the analysis outlined in Moreno et al.19 using determined atom percent (Table 2). 

 
Composition 
label 

Identifying 
factor 

Al#= 
Al/SUM    
 

Mg#= 
Mg/SUM 

(Mg+Fe)#= 
(Mg+Fe)/SUM 
 

Al/Si Si#= 
Si/SUM 

Other Large other 
elemental 

component  

     

Illite Mg+Fe>5% 
SUM 

     

Hematite Fe >5% 
SUM 

     

K-Feldspar  Al#<25 Mg#<25 (Mg+Fe) #<25 Al/Si>0.2 Si#>50 
Quartz Si dominant 

(SUM – Si< 
10%) 

Al#<25 Mg#<25 (Mg+Fe) #<25 Al/Si<0.2 Si#>50 

Diesel Sulfur atom 
% > 5% 

     

Table 2. Classification scheme for SEM-EDS analysis. The inputs are the atom percent of Al, Mg, Si, and Fe, where SUM = (Al+Mg+Fe+Si+K). 
 

 

Figure 2. Example SEM image (a) of Stage C sample from 7/27/17 with EDS spectrum b) from Point 1. 

b) 

a) 
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RESULTS 
Four 24-hour samples were analyzed over the summer and fall of 2015, but not all analysis types were able to be conducted for all 
sampling days (Table 1). A calibration graph for XRD was made on June 6, 2016 gave a detection limit (DL) of 19μg, with y = 
0.00713 (± 0.00018) x - 0.007 (± 0.044). Particle mass deposited on the sample filters in the 2.5-10 µm diameter group range from 
250 to 1300 μg. Silica peak areas on the XRD were relatively small, requiring long time-averaged scans of 4-5 hours, with estimate 
quartz mass between 4-63 μg. The nearest in time calibration curve was applied to each set of samples to process the data. Many 
samples were below the XRD detection limit for quartz. When above the detection limit, the percent quartz of the particle mass 
deposited on the filters was 16%. Table 3 shows reported results for XRD analysis and gravimetric analysis. The particle 
concentration in the air was calculated from the particle mass, the 24-hour sampling period and the flow rate of the pump used 
with the cascade impactor (9 Liters per minute). The quartz concentration in the air was calculated similarly but starting with the 
calculated quartz mass from the XRD analysis. 
 
Results from 7/27/2015 had a detection limit of 28 μg. The decrease in silica net peak areas indicates smaller particle size and 
fewer particles collected on the filters. The calculated quartz mass from the particle size range of 2.5-10 µm was 63 μg. Pre-
weights of filters were not measured. Therefore, overall particle mass deposited on filter and quartz percent on filters were unable 
to be obtained. Calculated quartz concentration in the air was 4.9 µg/m3 for particle size 2.5-10µm, and 2.2 µg/m3 for particle size 
1.0-2.5µm.  Results from Sept. 24, 2015, had a detection limit of 28 μg. Quartz mass from the particle size range of 2.5-10 µm is 
39 μg, about 16% of the total particles collected on the filters. The calculated concentration of quartz in the air was 2 µg/m3. 
Results from 11/2015 had a detection limit of 19 μg. Estimate quartz masses were all below the detection limit. It is noted that 
there were significant amounts of particles deposited on filters, ranging from 1330 μg for particle size 2.5-10 µm, to 330 μg for 
particle size 0.25-0.5 µm.   
 
Cascade 
Impactor Stages  
(particle 
aerodynamic 
diameters) 

XRD 
quartz 
peak net 
area 
(counts × 
degrees) 

Calculated 
quartz mass 
(µg) 

Particle 
mass 
deposited on 
filters (µg) 

% Quartz  
on Filters  

Particle 
concentration 
in the air 
(µg/m3) 

Quartz 
concentration 
in the air 
(µg/m3) 

Sample Date:  07/27/2015 
A (2.5-10 µm) 0.3736 63 - - - 4.9 
B (1.0-2.5 µm) 0.1007 28 - - - 2.2 
C (0.50-1.0 µm)   0.08242 < DL - - - - 
D (0.25-0.5 µm) 0.03213 < DL - - - - 
Blank 0.01325 < DL - - - - 

Sample Date:  09/24/2015 
A (2.5-10 µm) 0.1951 39 250 16% 19 3.0 
B (1.0-2.5 µm) 0.04110 < DL 70 - 5 - 
C (0.50-1.0 µm)   - - - - - - 
D (0.25-0.5 µm) 0.002000 < DL 50 - 4 - 
Blank - - - - - - 

Sample Date: 11/2015 

A (2.5-10 µm) 0.02115 < DL 1330 - 103 - 
B (1.0-2.5 µm) 0.01126 < DL 560 - 43 - 
C (0.50-1.0 µm)   0.008146 < DL 330 - 25 - 
D (0.25-0.5 µm) 0.006028 < DL 330 - 25 - 
Blank - - - - - - 
Table 3. Particle mass, XRD Data and Calculated Values for polycarbonate filters.  
 
SEM-EDS analysis determined the particle composition of the samples. The main elements found in all samples were, in 
decreasing order, oxygen (53.8%), silicon (23.2%), aluminum (9.3%), potassium (5.8%), iron (3.4%) and magnesium (1.4%). The 
sum of atom percent of all elements excluding carbon was from 58-99% for all samples. Carbon was excluded from the analysis 
due to interference from the carbon tape used in the SEM analysis (blank scans on the SEM-EDS show carbon as the main 
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element). Samples with the highest amount of carbon were samples with fewer particles transferred to the carbon tape, consistent 
with the assumption that the carbon signal is background.  
 Particles were placed into five categories: potassium feldspar (abbreviated as kspar), quartz, hematite, illite, diesel and 
other based on their elemental composition. The identifying characteristics sorted based atom percent of elements, was 
established from both SEM-EDS analysis of thin-film sections of the Jordan formation with geologic identification from previous 
work,15 samples of pure quartz, calcite, hematite, diesel particles and modifications of the analysis established in Moreno et al.19 
(See Table 2). For all sampling dates, the majority of sampled particles were classified as potassium feldspars (see Table 4), which 
could also be considered kaolinite clays based on the depositional history of the formation.15 The composition varies slightly for 
cements that have some characteristics of hematite (high iron content). While we classify these as hematite, the identifying 
signature is being iron-rich based on the other elements observed.  
 
 Kspar Hematite Illite Quartz Other 

6/25/15      
A (2.5-10 µm) 94.44% 0.00 0.00 5.56 0.00 
B (1.0-2.5 µm) 86.67 5.00 0.00 1.67 6.67 
C (0.50-1.0 µm)   90.00 6.67 0.00 0.00 3.33 
D (0.25-0.5 µm) 80.00 13.33 0.00 3.33 3.33 

7/27/15      
A (2.5-10 µm) 70.00 23.33 0.00 0.00 6.67 
B (1.0-2.5 µm) 53.33 43.33 0.00 3.33 0.00 
C (0.50-1.0 µm)   86.67 10.00 0.00 0.00 0.00 
D (0.25-0.5 µm) 76.67 23.33 0.00 0.00 0.00 

9/24/15      
A (2.5-10 µm) 61.11 33.33 0.00 2.78 2.78 
B (1.0-2.5 µm) 95.20 3.65 0.09 0.00 1.07 
C (0.50-1.0 µm)   96.85 2.04 0.00 0.00 1.11 
D (0.25-0.5 µm) 49.94 49.94 0.00 0.00 0.13 
Table 4 Geologic composition of Teflon filter set sampled on 6/25/2015, 7/27/15, and 9/27/15 using SEM-EDS elemental analysis. 
 
The largest particle size (Stage A) typically has more identifiable different particle categories, perhaps due to the more precise 
point-and-shoot sampling technique. However, it should be noted that for most of the particles sampled, some component can be 
attributed to quartz for almost all filter stages, but not necessarily uniformly. Figure 3 shows the overall average composition of 
all samples, of which 2.5% are classified as quartz using SEM-EDS. The percent of quartz particles in each filter stage was 
between 0.00 and 7.41% of the total particles. The ambient particles were mainly potassium feldspars (78.4%), secondarily 
hematite (17.8%), with small amounts of quartz (2.1%). The “other” category corresponds to particles that were unidentifiable, 
some of which contained large amounts of phosphorus, and trace amounts of transition metals such as titanium, molybdenum, 
and scandium. 

 
Figure 3. Pie chart of average results from three collection dates: June 25, 2015; July 27, 2015; September 24, 2015. The data show the percentage of results 

categorized by five subcategories of relatively 

78.4%

17.8%

0.0%
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0.3%3.8%

Overall Particle Composition

kspar hematite illite diesel quartz Other



American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 15 | Issue 2 | September 2018 	 47

 
When broken down into the filter stages (Figure 4) for all sampling days, the largest (A) and smallest (D) particle sizes also have 
more composition attributed to other classes besides potassium feldspar. We note the limitations of the SEM to target individual 
particles of smaller size on stages B-D. In these smaller stages, each data point analyzed corresponds to elemental analysis of a 
cluster of particles both under and around the specific point. Since a high percentage of the particles sampled are likely to be 
feldspars, they would mask the signal given off by different particles. 
 

 
Figure 4. Average SEM-EDS results from three collection dates: 6/25/15; 7/27/15; 11/15. The data shows the distribution  

of the four subcategories of clays, and quartz, by filter stages. 
 
DISCUSSION 
Quartz makes up a small portion of the sampled particles emitted near a rock crusher in the sand mine, as determined by both the 
SEM-EDS analysis and the XRD analysis. The post-sampling weights in Table 3 show that there can be large amounts of particles 
deposited onto the filters, but that when those same filters are analyzed for quartz by XRD, it was not found above the 
experimental detection limits. The SEM-EDS analysis corresponds well to this showing that a majority of particles (over 75%) are 
classified as potassium feldspars. The only data from the XRD that quantified quartz at 16% of particle mass was on a date where 
the simultaneously sampled particles used in the SEM-EDS analysis only show roughly 6% of the largest particle stage was quartz. 
If we assume all Stage A particles had 6% quartz, on 9/24/15 that would correspond to 15 µg quartz, below the XRD detection 
limit, but on 11/15 this would correspond to 80 µg, which would have been above the detection limit. We consider these in rough 
agreement as the SEM-EDS analysis is not by mass and is semi-qualitative because not all particles are analyzed, and the analysis 
classifies by atom % instead of measurement by mass weight. The conclusions that the majority of particles sampled at the rock 
crusher in a sand mine also aligns with geological thin films studies of the sandstone formation, which assert that the large quartz 
spheres in the rock formation have a large diameter, much larger than would be airborne naturally, but the sandstone formation is 
held together by cements such as calcite, hematite and potassium feldspars.22 These geological cements are smaller grain sizes 
within the rock formation and take up room in between the quartz spheres, and therefore are already closer to a size to become 
readily airborne (10 µm in diameter or less).  
 Weaknesses in this analysis are the exact identification of geologic materials from the SEM-EDS analysis. Our main goal 
was to identify quartz and be able to distinguish between it and other materials. Moreno et al.19 applied an SEM-EDS technique to 
classify different types of silicates into different 5 different categories. These classification techniques were adopted and modified 
in this study because of the similar distribution of elements found in this study, which we used mainly to identify quartz 
(Moreno’s Si-Felsic) and potassium feldspars (Moreno’s AlSi-Felsic). The particles that we identify as hematite could be hematite 
combined with a feldspar, or could be contaminated with iron from mechanical wear of the rock crusher. There are few particles 
in our study containing magnesium and iron. We interpreted a large sulfur component to be diesel particulates, based on our 
analysis of diesel particles which show high carbon and sulfur peaks. The “other” category corresponds to particles that were 
unidentifiable, some of which contained large amounts of phosphorus, and trace amounts of transition metals such as titanium, 
molybdenum, and scandium. Even if the identification of non-quartz particles has higher uncertainty, our results with respect to 
the quartz content remain consistent with both the XRD and SEM-EDS analysis. At the ultra-fine stage, 0.25-0.50 µm, the most 
deeply respirable fraction of particles, the sample is primarily composed of feldspars and secondarily hematite, or iron-enhanced 
material (Figure 4). The percent of quartz particles in each filter stage was between 0.00 and 6.7% of the total particles. 
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 SEM-EDS data show the particle sample consisted mostly of geologic materials instead of anthropogenic sources. The 
analyses obtained revealed that both fine and coarse ambient particles sampled were consistently silicates containing both 
aluminum and potassium, which leads us to assume they are potassium feldspars, although the origin of the feldspars could have 
come from previous weathering and deposition into the sandstone formation. This is to be expected because quartz and feldspar 
are the most common minerals in the Earth’s crust. Feldspars and subsilic minerals are the most common parent material of 
aluminum.23 This allows the conclusion that the weathering of feldspars resulted in clay materials present in the cement in the 
sandstone. In the samples collected, large amounts of the airborne feldspar are observed, which can be explained by the geology 
of sandstone. Odom14, 24 discovered that fine-grained sandstone contained potassium feldspars.  The cement is most likely 
represented by the feldspar category, specifically potassium feldspar, which holds the silica sand particles together. When the 
sandstone is crushed and fragmented at the sand-processing facility, the cement is destroyed, releasing an abundance of particulate 
feldspar into the air. Other cements that have been identified in these sandstone formations are calcite, quartz, hematite, goethite 
and silcrete.22 Our results do not indicate a significant amount of dolomite, illite or calcite in the observed particles. Although 
there is a high silica content in the geological features of sandstone, small amounts of quartz particles are present in the airborne 
particle samples. In the geological formation most desirable for frac sand mining, the quartz grains are fine-to-course, meaning the 
spherical quartz grains in the formation have diameters ranging from 100-500 µm, larger by an order of magnitude from airborne 
particles. Because the mining process is to collect the silica sand particles, the processes are designed to abrade off the cement in 
the formation. Our results are consistent with the mechanical rock crushing producing smaller airborne particles consisting of 
geologic material found in the cement, rather than of quartz. 
 Observed differences between percent silica found on filters analyzed by XRD methods versus filters analyzed by SEM 
methods led to an investigation into possible interferences. Minerals commonly found in the mining sites were analyzed by XRD 
methods, and the locations of major peaks were compared to those found in a quartz sample. Calcite, kaolin, potassium feldspar, 
hematite, and muscovite were analyzed. Of these minerals, muscovite was the only one to present a significantly large peak in the 
same area as the major peak found in the quartz samples at about 2θ = 26.8˚ (Figure 5).  
 

 
Figure 5. XRD pattern from a muscovite sample. Major peak occurs at 2θ = 26.8˚. 

 
If some of the material on the filters contained muscovite, a high bias for quartz could have resulted for the XRD analysis, which 
could explain some higher values for the % quartz on the filters as measured by XRD. A systematic error of higher of higher 
quartz by the XRD analysis could come from the feature shoulder shown in Figure 1, where the baseline is not level. That said, 
even with a higher peak area at this diffraction angle, few measurements were quantifiable above the detection limit for a majority 
of the samples. Because the SEM-EDS analysis was more qualitative, misidentification quartz in the smaller particle sizes could 
lead to an underestimation of quartz. The consistent result from both XRD and SEM-EDS analysis is that quartz is a small 
component (< 20%) of particulate matter from mining a rock formation that is 95% quartz. 
 A future study could employ sampling at different locations at the sand mining facility. The sampling strategy presented 
here was focused on an area where dust control measures were not taken at a location of active rock crushing. The emissions 
from this site could be representative of some particle-emitting processes in the mine (for example, when dynamite is used on 
outcrops), but would be less representative of other possible sources of ambient particles (for example, during the processing, 
sorting and storage of sand) that could arise from abrasion of quartz sand. Therefore, this study is not comprehensive for all 
ambient particles emitted in a sand mine. 
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CONCLUSIONS 
The mass of particles typically collected on the filter samples during a 24-hour time period was about 2 mg, so a silica 
concentration of at least 32% would be needed to exceed the NIOSH Reference Exposure Level of 50 μg/m3 per 8 hours. Silica 
levels determined from our analyses are well below, with the maximum observed at 1.6 μg/m3 per 8 hours. Overexposure to dust 
particles can be hazardous to health, and in the case of the sand mines, exposure to respirable silica is the most harmful, but we 
find little evidence of high levels of respirable silica.  The X-ray diffraction analysis shows that levels of respirable crystalline silica 
at the rock crusher are well below the REL. Most sample quartz masses were below the detection limit, and the samples that did 
surpass this value were much lower than the REL. SEM-EDS analysis supported this same conclusion, finding that only a small 
percentage of the particles were identified as quartz. Rather, particles were composed primarily of the cement, specifically 
potassium feldspar, from the rock formation.  
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PRESS SUMMARY 
Concern has arisen about levels of silica in ambient particles near frac sand mines in Northwestern Wisconsin. Exposure to 
particles containing silica can cause well-known adverse health effects. This study developed a parallel analysis using an X-ray 
diffraction (XRD) and scanning electron microscopy/energy-dispersive X-ray spectroscopy (SEM-EDS) analysis to test particles 
for silica in real air samples. Real air samples were collected at a frac sand site using a cascade impactor. A standard method to 
analyze silica on filters, NIOSH Method 7500, was followed that can detect respirable silica down to of 10-44 μg.  The SEM-EDS 
used the elemental distribution found on the particles to assign parent geologic material. A majority (>80%) of the particles 
studied were found to be made up of substances other than silica, as determined by both methods. 
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ABSTRACT 
Vascular calcification, a consequence of cardiovascular disease, disrupts natural blood flow and can result in death. Common 
treatment efforts include various anti-inflammatory medications, balloon angioplasty, or stents, with little success in completely 
reversing calcification. The proposed design focuses on improving current drug-eluting stents by developing a dextran-sulfate-
based gel drug delivery system loaded with receptor activator of nuclear kappa B-ligand (RANKL) to induce osteoclast 
differentiation. To ensure that the gel could adequately deliver RANKL, the gel was tested for its affinity for hydroxyapatite (HA), 
a critical component of calcification, and its ability to withstand shear. Infrared spectroscopy (IR) indicated binding to HA. 
Preliminary scanning electron microscopy and energy dispersive X-ray spectroscopy (SEM/EDS) results confirmed the presence 
of calcium on the gel after a one-hour soak in an HA mixture. Shear testing demonstrated that negligible protein, an average of 
0.029± 0.024 μg/mL, was sheared off under flow conditions, indicating that the gel is stable for the duration of balloon delivery. 
These preliminary results indicate that a dextran-sulfate-based gel has the potential to serve as a therapeutic gel-coating to treat 
vascular calcification. Future experimentation will include a co-culture study to determine whether osteoclast progenitor cells will 
adequately proliferate and differentiate in the presence of the RANKL-loaded gel.  
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Angioplasty; Calcification; Cardiovascular; Dextran; Gel; Osteoclast; Stent; Vascular 

 
INTRODUCTION 
Cardiovascular disease is one of the most prevalent problems in the United States, causing one in three deaths annually.1 This 
condition can be manifested in various forms: heart disease, hypertension, diabetes, and many more. One particular consequence 
is vascular calcification. Smooth muscle cells lining the interior walls and in the medial layer of the artery are not terminally 
differentiated, meaning they can mature into different cell types. When calcium and phosphate levels increase in the bloodstream 
due to cardiovascular disease, they trigger a response in the tissue, causing arterial cells to differentiate into atypical phenotypes 
and deposit bone-like tissue.2 This active transformation of healthy tissue into diseased tissue along the lining of the artery causes 
the vasculature to stiffen and calcify, disrupting natural, laminar blood flow.3 The calcification prevents the arteries from dilating 
and constricting naturally and prevents blood flow through the lumen. The plaque buildup is living, inflamed tissue that continues 
to expand when aggravated.4 

 A current method used to treat vascular calcification is balloon angioplasty. During this procedure, a catheter is inserted 
through the femoral artery and fed to the site of calcification in the vasculature. A balloon is attached to the end of the catheter, 
typically one to five mm in diameter.5 Once in place, the balloon is inflated so that the force from deployment breaks up the 
calcification and clears the bloodstream. While this is temporarily successful, the recently disturbed tissue recruits more 
inflammatory molecules and restenosis, the return of plaque buildup, occurs.4 One way to counteract this issue is using an anti-
inflammatory agent to coat the balloon that can be released upon deployment. This design was first published in the 1980s, using 
the drug Paclitaxel as a counter-agent to inflammation.6 While it prolongs the time before restenosis occurs in the arteries; the use 
of Paclitaxel still leads to significant scar tissue and irreversible damage to the artery.7 

 Despite the downfalls associated with Paclitaxel, the drug-eluting balloon is still an effective design for drug delivery to 
vascular calcification. A gel coating could be employed to release a specific drug at a predetermined concentration slowly. The gel 
would need to be soluble, non-toxic, biocompatible, and able to bind to hydroxyapatite (Ca5(PO4)3) (HA), the main component of 
calcification in the arteries.8 Dextran-sulfate sodium salt is a previously used gel base that effectively covers these categories.9 
Dextran is soluble in water and nontoxic, making it a viable option. Due to its hydrophilic nature, enhanced when combined with 
sulfate, dextran was studied for use as a delivery mechanism for hydrophobic, therapeutic drugs in the body.9,10 It has shown 
success as a microsphere for drug delivery without losing important cargo before it reaches its desired location within the body. 
Clinically, it has been used as a therapeutic agent in various ways, including increasing plasma expansion and peripheral blood 
flow.11 At a low molecular weight, it has a typical half-life of eight hours, whereas its higher molecular weight counterparts exhibit 
an even longer half-life, making it an ideal vehicle for slow release.11,12 Dextran-sulfate has been previously used to form 
nanospheres loaded with insulin for delivery.13 As a hydrogel, it has been studied extensively as a delivery mechanism, with water 
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content playing a significant role in the stability of the gel.14 In this study, we aim to show how this dextran-based gel is suitable 
for anti-calcification agent delivery due to its ability to bind to calcium deposits and withstand the shear force induced by blood 
flow.  
 The RANK/RANKL/OPG pathway is an important consideration in choosing a drug to load into the gel for delivery. 
While the pathway is mostly understood according to current research, conflicting reports on its effects in bone versus vasculature 
make it difficult to determine its exact mechanism of action. It is known that increased serum osteoprotegerin (OPG) is related to 
a decrease in bone loss and osteoclast activation in the skeletal system.15 OPG blocks RANK receptors on monocytes and 
macrophages in bone and prevents their differentiation into bone-resorbing bodies. This is where the gene, RANKL, becomes 
important. It naturally binds to the RANK receptors when uninhibited by OPG and initiates the differentiation process. RANKL 
upregulation is associated with an increase in osteoclastogenesis, which initiates the formation of osteoclasts. These cells then 
begin remodeling bone, leading to an increased bone loss.16,17 It is hypothesized that RANKL could be introduced to the 
vasculature to activate monocytes and macrophages, causing differentiation into osteoclasts to resorb the plaque present in the 
arterial wall.  
 However, it is important to note that further exploration of the relationship of OPG and RANKL expression in the 
vascular system reveals that RANKL may be associated with plaque rupture in unstable coronary artery disease.18 Similarly, OPG, 
which plays a role in blocking osteoclastogenesis in bone, has been theorized to play a protective role against vascular 
calcification.19 In a study where OPG was knocked down in transgenic mice, an increased onset of vascular calcification was 
observed.19 In a different study measuring levels of OPG and RANKL in uremic mice, it was found that increased expression of 
RANKL was correlated with plaque accumulation in the arteries and increased observation of vascular calcification.20 

 This paradoxical relationship of OPG and RANKL to bone resorption is poorly understood. It is well known that 
vascular calcification and bone resorption are linked; an increase in bone loss causes an increase in bone formation in the arteries, 
and the opposite is true. The same factors that decrease bone mass in the skeletal system appear to increase bone mass in the 
arteries. As previously mentioned, this has been shown through the upregulation of RANKL in vascular calcification.18 However, 
there are two potential explanations for this issue. First, it is important to recognize that RANKL is currently viewed as a 
biomarker rather than a mediator. Increased RANKL is triggered by the aggregation of inflammatory molecules and cytokines in 
order to maintain balance through an immune response.21 Because inflammatory molecules are recruited during calcification; it is 
natural to see an increase in the recruitment of RANKL to help ameliorate this issue. This could account for the increase in 
RANKL expression. 
 Secondly, OPG is found in two primary locations: both in the serum and the plasma. High concentrations in each can 
lead to significantly different outcomes. An increase in serum OPG is reported to lead to bone destabilization and breakdown, 
while an increase in plasma OPG is associated with increased atherosclerosis.21 Fibrinogen, a clotting factor found in plasma, 
could be a component at play in this observation, meaning that the location of delivery is a determining factor in the effects of the 
gene. 
 Through this investigation, we believe that RANKL has the potential to reverse arterial calcification if delivered directly 
to the site of injury using the modified dextran-sulfate gel model.9 To further explore this potential treatment, our first goal was to 
determine the effectiveness of dextran-sulfate as a gel vehicle for RANKL delivery by using the protein bovine serum albumin 
(BSA). BSA was used as a substitute for RANKL because they are both soluble and have similar molecular weights (BSA 
averaging ~50-60 kDa and RANKL ~60-70 kDa) (Sigma).22 These molecular weights, while not exact, are similar enough to 
validate using BSA as a RANKL surrogate. BSA is soluble in ethanol and glycerol, making it suitable for testing purposes. Finally, 
it is a readily available substitute that can be measured using the described methods. In this study, we looked at two separate 
aspects of the gel: 1) its ability to effectively bind to HA to determine whether it would stay in place once delivered to calcification 
and 2) its ability to withstand the shear forces incurred by blood flow in the artery without completely dissolving before drug 
(RANKL) could be delivered. Here, we use the dextran-sulfate based gel cast on nylon and incorporate BSA as a substitute for 
RANKL. With the use of IR spectrometry, SEM and EDS, and shear flow testing, we examined binding properties. Our results 
indicate future potential success for this application. 
 
METHODS AND PROCEDURES 
All materials were purchased from Sigma Aldrich unless otherwise noted.  
 
Gel Formation 
The gel formation protocol was developed as a modified model from Lamichhane.9 In short, 1.875 g of dextran sodium sulfate 
salt, 2.25 mL distilled water, and 0.38 mL glycerin were combined on a stir plate at 200 RPM for three hours. If no BSA was used, 
1 mL of ethanol was added to the mixture while on the stir plate. For experiments loaded with BSA, 65.55 mg BSA was added to 
the mixture while on the stir plate, allowed to dissolve, and then followed by 1 mL of ethanol. The gel continued to stir for 30 
minutes at room temperature. Once combined, the gel was spread evenly in a thick layer (0.1-0.5 mm thick) over either a thin 
sheet of sterile nylon (purchased from VWR) or catheter tubing (donated by Oktibbeha County Hospital), dependent on testing.  
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Gels were cross-linked to increase surface stability and lifespan. To do so, gels were dipped in a 1:9 ratio of glycerin to ethanol 
mixture for 30 s each followed by dipping in 100% ethanol for one minute. A setting period of 24 hours elapsed for each gel 
before additional testing to allow gel time to dry.  
 
Hydroxyapatite Coating. 
To determine binding ability to HA, gels formed on nylon sheets (2cm x 2cm) were placed in beakers with 1X Phosphate 
Buffered Saline (PBS) and 15 μM HA in a 37°C shaker to mimic in vivo conditions. Gels soaked for either one hour, four hours, or 
24 hours with agitation. Gels were then rinsed in fresh 1X PBS and left to dry for a minimum of 24 hours before testing.  
 
IR Spectroscopy 
The gel samples previously soaked in HA for one hour, four hours, and 24 hours were tested with infrared spectroscopy (IR) 
using MicroLab technology to measure absorbance and transmittance of the sample. A control sample, dextran gel that was not 
soaked in the HA/PBS mixture, was tested for baseline reference, as well as pure powdered HA. All samples soaked in the 
HA/PBS mixture were dried for at least 24 hours to ensure that no water was left in the sample to affect the IR reading. For 
sample preparation, the gel was carefully removed from nylon after being dried, then directly transferred to the crystal for analysis. 
After the machine-generated graphs for each sample, peaks were analyzed and classified using a standard table of wavelengths. 
 
Scanning Electron Microscopy/Energy Dispersive Spectroscopy 
The same gel sample preparation procedure previously described for IR analysis (gels soaked in HA for one hour, four hours, and 
24 hours) was also used to prepare samples for analysis with SEM and EDS testing. Small squares (1 cm x 1 cm) were cut from 
the center of the gels on the nylon sheets to obtain the most representative sample. Samples were then mounted on a metal peg 
and coated with a 15 nm thick layer of platinum. A JEOL 6500F Field Emission SEM with an X-EDS spectrometer and Oxford 
Instruments INCAEnergy+ software was used for analysis. 
 
Shear Testing 
An expired standard hospital catheter (4.36 mm diameter) was modified for use in recapitulating blood flow through an artery. 
Two experimental designs were used to test the adhesion of BSA to the gel. Dulbecco’s Modified Eagle’s Medium (DMEM) was 
used to mimic blood, as is standard in blood shear flow testing. A syringe pump (Fisher Scientific) was paired with a syringe 
containing DMEM, as shown in Figure 1. Catheter tubing was cut to 10 cm, and the gel was placed opposite of end connected to 
the syringe. A flow rate of 956.9 mL/hr created a shear force on the wall of the tubing as well as the catheter surface. The flow 
rate was chosen based on a published model of in vitro blood flow (see Discussion).23 Runoff was collected in a 100 mL beaker 
and briefly disturbed by shaking before aliquots were taken to ensure even sample collection. Aliquots of 1 mL were taken at the 
following time points for BSA analysis: 30 seconds and every minute for six minutes. This process was repeated twice. 
 The process was repeated a third time with an alternative design. The same tubing was used; however, a coated catheter 
was not used. Instead, a microscope slide with a small square sheet of nylon coated with the gel was placed diagonally into a 
beaker, and the same flow rate and syringe set-up were used as outlined previously.  Aliquots of 1 mL were taken at the following 
time points for BSA analysis: 30 seconds, and every minute for six minutes. 
  

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Figure  1. The shear flow protocol is illustrated where the gel coated catheter is fed through plastic tubing and connecting to a syringe pump. 
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BCA Assay 
A bicinchoninic acid (BCA) assay was used to determine the concentration of protein sheared off during the shear testing.  
Reagents were prepared according to the kit (Thermofisher). In a standard 96-well plate, 50 μL was transferred from each time 
point aliquot in triplicate. A standard concentration curve was established, and the 96-well plate was read using a 
spectrophotometer. Results were analyzed by comparing samples to the standard curve. 
 
RESULTS 
Binding Assessment 
IR produced spectra (transmittance vs. wavelength) that provided information about chemical bonds. Two control samples, 
dextran gel only, without being soaked in HA/PBS mixture, and HA only, in powdered form, were read. As previously 
mentioned, samples were prepared by removing the cast gel from the nylon after soaking in HA/PBS for the allotted time, dried 
for 24 hours, and placed directly on the machine’s crystal for analysis. In Figure 2 depicting IR results from all samples, the 
control tests revealed an aromatic carbon-carbon double bond visible around 1600 cm-1, from the ring characteristic of dextran, as 
well as carbon-hydrogen bonds appearing in the 2900 cm-1 region.  No peak occurs at 1200 cm-1. In the HA only test, the 
presence of a potential phosphate (PO4) bond appears at 500 cm-1.  No peaks occur at the 1200 cm-1 and 3300 cm-1 wavelengths. 
 A sample from each of the PBS/HA soak time points (one hour, four hours, and 24 hours) was tested using IR.  A small 
amount of gel remained at the four hour and 24-hour time points. For the one hour, dip-coated gel, peaks can be seen starting to 
form at 1200 cm-1 and 3300 cm-1. For the four hour PBS/HA soak of the dip-coated gel, peaks can be observed surrounding the 
500 cm-1 and around the 1500 cm-1 region. Additionally, peaks can be seen beginning to form around the 3300 cm-1 mark.  A 
notable peak appears around the 500 cm-1 mark.  A peak can be seen beginning to form at the 1200 cm-1 mark. 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 2. IR spectra results for HA only, control, one, four, and 24-hour gels. Increase in intensity at 1200 cm-1 indicates Ca binding to SO4.  
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Shear Force Assessment 
A BCA assay revealed the protein concentration that was released from the gel on the catheter during shear force testing.  The 
assay was completed in triplicate, and the average value for each of the three trials was averaged together.  Effectively no protein 
(BSA) was sheared off between the zero minute and five-minute time points.  Figure 3 depicts the concentration of protein in 
μg/mL in the media collected for aliquots at each time point (minutes). Between the five to six minute time period, an average of 
0.029 ± 0.024 μg/mL was released from the gel.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
When the end of the catheter was coated in BSA loaded gel and used for shear flow testing, minimal protein was lost between the 
zero and one minute mark. Similar results were seen with the slant test as described above, in which 0.1184 ± 0.049 μg/mL of 
protein was found in collected media at the five to six-minute mark. 
 
Scanning Electron Microscopy (SEM)/Energy Dispersive Spectrometry (EDS) Results 
The one hour sample produced definitive results, shown in Figure 4, which calcium was indeed found on the surface of the gel. 
After soaking one hour in PBS/HA, calcium appeared on the sample at 0.45% by weight, with the images shown below taken at 
the 100 µm scale. The four hour and 24-hour samples produced negligible calcium content by EDS measurement. 

 

 
 
 

 
DISCUSSION 
Design criteria  
While current treatments are available to help reduce the effect of calcification on blood flow, no treatment completely eradicates 
vascular calcification. As a result, subsequent interventions are needed. The concept for these constructs is founded upon integral 
components that work in tandem: a gel coated balloon angioplasty procedure that can deliver anti-calcification agents to the 
vessel. The gel coating should detach from the balloon and adhere to calcification in order to time-release a concentration of 
RANKL. Once applied to the site of vascular calcification, the RANKL should combat the hydroxyapatite buildup by causing 
macrophage differentiation into osteoclasts to resorb bone tissue.  

 

Figure 3. The graph above illustrates the results from shear testing, with 0.55±1.3 ng/mL released at two minutes, and 0.029± 0.024 μg/mL released 
from five to six minutes. 

Figure 4. EDS testing revealed that the calcium on the surface of the gel was 0.45% by weight. 
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 The gel coating requirements included the following: non-toxicity, biocompatibility, cost-effectiveness, and stability in 
aqueous environments, ability to bind to hydroxyapatite and carry a therapeutic drug to the site of calcification. Previous use of 
dextran-sulfate gel has also confirmed its hydrophilic and biocompatible properties make it useful as a drug delivery mechanism.9 
However, with our results, we can show that it can bind in the desired manner to sites of calcification where RANKL delivery will 
be most useful. We also show that it can withstand high shear forces without losing loaded protein too quickly.  
 
Comparison of gel-to-nylon coating methods 
Two coating methods were tested in the early stages of this experiment: spin-coating and dip-coating. The dip-coating method on 
the thin nylon film pieces is commonly used with sol-gels and allowed for a thicker layer of gel to be formed.24 Conversely, spin-
coating resulted in a thin, even layer on nylon.  After the mixture of glycerol and ethanol was used to cross-link the spun gel, it 
dissolved nearly instantaneously, too quickly for practical purposes.  As well, if this design were to be mass-produced, a dip 
coating may be a more cost-effective approach, as no specialized machinery would be required. Sol-gel dip-coating methods have 
been reported as inexpensive and easier to employ than spray or sputter-coatings.24-26 Because the dip-coating method can be 
applied independent of the shape of the object being coated, it allows for a uniform coating.25 

 
Roles of dextran, BSA, and hydroxyapatite 
Dextran-sulfate sodium salt provides a non-toxic, water-soluble, and relatively inexpensive vehicle for drug delivery.10 For 
preliminary testing purposes, BSA was chosen to represent RANKL because of its similarity in molecular weight. Our design 
involves targeting and attachment to sites of arterial calcification. To model this in vitro, the main component of these calcium 
aggregates, HA, was used to assess the gel's targeted binding capabilities. To our knowledge, dextran-sulfate has not been 
previously studied concerning binding to either bone material or hydroxyapatite, though multiple studies have examined hydrogels 
as potential scaffolds for bone regeneration.27,28 Many gels have also been functionalized with different peptides in previous 
experiments to be used as bone defect fillers.29 

 
IR Testing 
The most significant results achieved were those at the one-hour PBS/HA soak time point. Referring to Figure 5, peaks can be 
seen starting to form at 1200 cm-1, indicating calcium binding to sulfate.  This signifies that the dextran-based gel has successfully 
bound to HA. Additionally, the peak at 3300 cm-1 corresponds with hydroxyl (-OH) groups present after binding. Peaks at 
approximately 1000 cm-1 are characteristic of HA. Intensity decreases at the 2900 cm-1 peak (C-H bond) which could indicate the 
loss of C-H bonds where Ca3(PO4)2 is binding. 

 

 

 
 
 
 

Figure 5. After one hour, a peak forms at 1200 cm-1, indicating calcium binding with sulfate (HA to gel). There is a loss of intensity at 2900cm-1 (C-H bond) that 
could indicate the loss of C-H bonds where Ca3(PO4)2 is binding  
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SEM/EDS Testing 
Preliminary SEM and EDS results in Figure 6 provide evidence that calcium was present on the dip-coated sample that was soaked 
in the HA/PBS solution for one hour. Ideally, this means that the gel can adhere to calcification for at least one hour. However, 
the one and 24-hour samples show no signs of calcium still on the surface of the gel. This is potentially the result of the gel dissolving 
over the longer period of time in solution. From this, it is hypothesized that the gel would be able to bind to the calcium deposits 
for the duration of time needed for the balloon to be inflated, removed, and then allow for the release of RANKL at the site. Further 
testing is required to confirm this hypothesis. 

 

 
 

 
Shear Testing 
Though blood flow and shear stress on arterial walls proves a contentious topic in bio-fluid mechanics, a previous study shows a 
validated computational model with a flow rate of 19.4 mL/min (or 1,164 mL/hr).23 This number was decided on using a pulsatile 
flow equation, shown in Equation 1 below using a dynamic blood viscosity of 1.5 cP. Because DMEM has a lower viscosity (1.1 
cP), a lower speed is required to simulate blood flow across the same cross-sectional area. The accepted blood flow rate according 
to Engel et al. is 19.4 mL/min.23 The max speed on the machine used was ~16 mL/min and was therefore used for shear testing.  

 
         

 
 
 
            Equation 1. 

 
 
 
 
 
While it is difficult to narrow down a specific value for blood flow through an artery, for this preliminary study, a rate between 15-
20 mL/min most accurately reflects what can be done outside of in vivo testing according to literature.30 The speed is large enough 
to simulate the transitional blood flow moving through a vessel with a diameter of three to five mm. 
 From the quantitative measurement of protein in shared media, the dextran-based gel appears to be successful regarding 
a delivery vehicle for anti-calcification agents. Ideally, the gel should hold the medication or drug long enough for the balloon to 
reach the site of calcification in the arteries. According to reports on angioplasty procedures, the standard time for a surgeon to 
deliver the balloon is three to five minutes.31 From shear testing, it was found that little to no protein was lost in the first five 
minutes of shear flow over the gel. Once the five-minute mark was reached, minimal amounts of BSA appeared in the collected 
media. This is indicative of proper release time in terms of the gel dissolving to allow RANKL to bind to calcification. However, 
further testing is required to ensure that RANKL would behave similarly. In previous studies, RANKL and fluorescent dextran 
were incubated together with ST2 cells and were shown to co-localize together in the same regions within the cells, indicating that 
they may have similar binding affinities.32  
  
CONCLUSIONS 
While a drug-eluting stent is already available in commercial use, it is not wholly effective due to design elements and drug choice. 
The current drug is Paclitaxel; however, it is not an adequate countermeasure to calcification and staunches the magnitude of the 
impacts.7 While future work is required to explore the success of RANKL over Paclitaxel, the current experimentation sought to 

 

Figure 6. IR for the one-hour soaked gel confirmed through SEM imaging with evidence of Calcium bound to the gel surface. 
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determine whether a dextran-based gel could effectively bind to calcification sites and deliver RANKL. Three distinct assertions 
were formed in investigating the gel’s properties. Dextran-sulfate sodium salt lent a satisfactory outcome as a binding agent. The 
gel was able to endure the hydroxyapatite soak treatments. The dextran-sulfate and HA were able to adhere to one another, 
signifying favorable attachment. The dextran-sulfate gel was able to withstand the in vivo shear forces of the blood that it would 
encounter during the surgical procedure of balloon angioplasty. Future implications for the work done indicate the need for 
further testing at a more complex level. This would involve replacing BSA with RANKL to determine if it exhibits similar 
behavior. Explicitly, a re-evaluation would be beneficial to solidify that the conclusions drawn from the research project are 
accredited. The outcomes from the SEM and EDS supplied qualitative answers and confirmed the IR results. However, a 
verification of these experimental developments is necessary. As well, a co-culture involving osteoclast progenitor cells in the 
presence of the gel would allow observation of whether or not cells will both survive and differentiate in the presence of the drug. 
An in vivo assessment of shear flow is also required to prove the blood flow model presently used accurately reflects working 
conditions and to give evidence to the overall success of the design. 
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PRESS SUMMARY 
Vascular calcification is a condition in which the arteries stiffen and plaque build-up occurs, blocking blood flow. Current 
treatments for this issue are only temporary solutions, with drug-eluting stents being the most successful. This experiment seeks 
to design a gel coating for stents that is safe and nontoxic within the body and can successfully carry and release anti-calcification 
drugs to the state of diseased arteries. From the results, it was determined that a stable and biocompatible gel was formed. 
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