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ABSTRACT 
The effects of electronegativity on the bonding between boron and second row elements are studied in this paper. Calculations 
using Density Functional Theory (DFT), Moller-Plesset Theory (MP2) and Natural Bonding Orbital (NBO) analysis were 
performed on BF3, B(OH)3 and B(NH2)3 and the localized bonding properties of these molecules were elucidated. All of these 
molecules showed the absence of pi-bonding and did not obey the octet rule. With decreasing electronegativity of the terminal 
atoms, F, O and N in BF3, B(OH)3, B(NH2)3 there is increasing the propensity of electron donation from these terminal atoms to 
the empty p-orbital of the central boron.  Within the BH2−F, BH2−OH and BH2−NH2 series, the amino-borane showed the 
largest change in relative bond length and angle across this set. Furthermore, the borate anion, −O−B(OH) 2 was subjected to 
identical analysis and pi-bond formation was observed. Our results show that a good match orbital energies between the donor 
and acceptor orbitals are important for pi-bond formation. 

KEYWORDS  
Electronegativity; Boron Trifluoride; Boric Acid; Triaminoborane; Borate Anion; Octet Rule; Density Functional Theory; Natural 
Bonding Orbital; Pi-Bond; Double Bond 

 
INTRODUCTION 
Chemical bonding is one of the central ideas in chemistry and the octet rule has been used successfully to describe the bonding 
and reactions in a wide range of substances and this applies to much of organic chemistry and other molecular compounds of the 
second row elements. 1 This rule state that elements react to form compounds by sharing their valence electrons and stability is 
achieved when each element has a total of eight valence electrons. (Hydrogen and lithium are exceptions and only requires two). 
Despite these successes, a number of covalent compounds do not obey this rule. Examples of this violation given in 
undergraduate-level texts frequently list compounds of beryllium, boron, and elements of the third row. 2,3  To our end, BF3 was 
the model example and is the catalyst for our study in this paper. The Lewis structure of this molecule and the associated 
resonance forms are presented as four structures in Figure 1 with the non-octet left most structure followed by three resonance 
structures that obey the octet rule. 1 

 

 

 

Figure 1. Lewis structure of BF3and associated resonance forms. 

 

Effects of the Electronegativity of Second Row Elements on Their Bonding to 
Boron  
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A possible reason for the absence of octet in boron of BF3 may be that the electronegativity (EN) of the terminal fluorine atoms 
affects their pi-donor strength, i.e. their willingness to donate an electron pair to form a pi-bond to boron.4 In general, if electron 
pair donation (pi-bond formation) were to happen between an atom of higher EN to one of lower EN, for example from fluorine 
to boron, this electron pair would reside mainly around the atom with the higher electronegative5 fluorine and thus, in essence, 
may result in the absence of a pi-bond. Indeed, the effects of EN was extensively studied in the boron halides, BF3 and BCl3 in 
relation to their behavior as Lewis acids.5 These studies though were conducted with terminal atoms of elements down the same 
group; these atoms have substantial differences in their atomic size and may give rise to other effects.6 It is hoped that this study 
would add to the extensive studies on boron compounds. 7,8,9 

In this paper the above hypothesis was tested by replacing the terminal atom with elements across a period, i.e. in order to test the 
effect of EN of terminal atoms on their ability to form pi-bond to the central B atom, fluorine (F) was replaced with the less EN 
atoms oxygen (O) and nitrogen (N) and these molecules are shown in Figure 2. This approach of using elements across the 
periodic table has the advantage of bypassing any potential atom size effect as the latter changes slowly across a row. Theoretical 
calculations, DFT with NBO analysis, were performed to determine the bonding nature between O and N respectively to B in 
these molecules.  With the decreasing EN of O and N, it is anticipated that there will be an increasing tendency of electron 
donation and potential pi-bond formation to boron. Furthermore, since B, N, O and F are in the same period and thus of similar 
size, it is anticipated that there will be better overlap and more efficient electron donation potentially leading to better bonding.10 
Although the lack of double bond formation in BF3 can be rationalized in terms of formal charge, EN was chosen as our starting 
hypothesis because EN has physical origins in the atomic property of nuclear screen and thus effective nuclear charge,11 a concept 
that is more amenable to theoretical studies. 

 

 
Figure 2. Lewis structures of H3BO3 and B(NH2)3. 

 

METHOD AND PROCEDURES 

Geometry optimization – Theoretical calculations were performed using Gaussian 09W.12 Density functional theory (DFT) with the 
B3LYP functional using the 6-31+G and 6-311+G (d, p) basis sets as well as Moller Plesset Theory (MP2) using 6-311+G (d, p) 
basis set were used to optimize the molecular geometry. 
Bonding analysis – Natural bonding orbital (NBO) calculations, version 3.1 of this program, were then performed (DFT-B3LYP 
using the 6-31+G and 6-311+G (d, p) basis sets) on these optimized structures to obtain localized bonding data, i.e. their 
corresponding Lewis structure. Two different basis-sets were used in all of these calculations and their results were compared to 
ascertain if there were any basis-set dependent effects which may lead to erroneous results. Both basis-sets contain diffused 
functions which are essential for molecules with lone electron pairs and vital for anions. The 6-311+G (d, p) basis-set contain 
polarization functions which allow more flexibility in the atomic orbital in cases where polarization or electron cloud distortions 
are anticipated. 
Interactions between filled NBOs (orbitals with 2 electrons localized on an atom or in a bond between atoms) and empty non-
Lewis NBOs (empty orbitals) were also extracted from the NBO calculations. In essence, the extent of pi-bond formation via 
donation of a lone electron pair of the terminal atoms, F, O, N to B on each of the respective molecules of BF3, B(OH)3 and 
B(NH2)3 was also determined from this interaction data. Delocalization was determined by the partial filling of non-Lewis orbitals 
and also provided a measure of the degree of departure from the ideal Lewis structure of localized bonds.13 
Population Analysis – Hirschfeld population analysis for the 3 highest occupied and 3 lowest virtual orbitals were also performed on 
these molecules using Moller-Plesset (MP2) theory with the 6-311+G (d, p) basis set to obtain the atomic charges on the atoms. 
Natural Population Analysis (NPA) was also calculated using the same level of theory and basis set for reference purposes.  

  

http://www.ajuronline.org


American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 13 | Issue 3 | August 2016 	 7

 
 

RESULTS AND DISCUSSION 

Molecule→ BF3 B(OH)3 B(NH2)3 

Method↓ B−F (Ǻ) F−B−F  (◦) B−O (Ǻ)  O−B−O  (◦) B−N (Ǻ) N−B−N  (◦) 
DFT-B3LYP             

6-31+G 
1.35158 120 1.38279 120 1.43838 120 

DFT-B3LYP             
6-311+G(d, p) 

1.31766 120 1.36958 120 1.43227 120 

MP2              6-
311+G(d, p) 

1.3825 120 1.37252 120 1.43879 120 

Table 1a. Optimized geometry parameters, using DFT and MP2 with the listed basis-set for BF3, B(OH)3 and B(NH2)3.  

Table 1b. Optimized geometry parameters, using DFT with the listed basis-set for BH2−F, BH2−OH and BH2−NH2. 

Geometry 
Geometry optimized bond lengths and angles are presented in Table 1a and 1b. For the series BF3, B(OH)3, B(NH2)3 there is little 
deviation from the trigonal planar structure with 120◦ bond angles. On the other hand, for the BH2−F, BH2−OH and BH2−NH2 

series, there is a noticeable deviation from the ideal trigonal planar structure for the amino-borane BH2−NH2 molecule.  
 
BF3 
Three identical single B−F bonds are obtained from the NBO calculations of this study for BF3 and this observation and the 
corresponding bond length are consistent with literature values.14, 15 The electron occupancy of the three occupied p-orbital 
localized on each of the F atoms that are parallel, Figure 3 for the spatial orientation, to the empty p-orbital on B are also listed in 
this table; depletion of electron population in these p-orbitals is observed when compared to the ideal occupancy value of two 
electrons. Properties of the empty p-orbital on B are also listed in Table 2; delocalization of electron density into this orbital is 
supported by its’ non-zero electron population.  The source of this electron density is ascertained from the data in Table 3. For 
BF3, the major delocalized interactions are between the donor filled p-orbitals on the terminal F atoms and the empty p-orbital on 
B, listed in Table 2. The degree of a donation from each of the terminal F atoms is determined from the occupancy, column 2, of 
Table 2 which indicates equal donation from each of the terminal F atoms into B. From this data it is concluded that each F 
donates roughly 1/10th of an electron to B. The work of See, who proposed a formal trivalent structure for BF314 is well 
supported by this study and the very limited electron delocalization across the molecular framework giving rise to a very 
minuscule fractional pi-bond across the p-orbitals are also consistent with the ideas of Straub.15 The commonly accepted chemical 
notion that BF3 does not obey the octet rule is strongly supported by our results. 

 
Figure 3. Representative example of the p-orbital on the terminal atom that is parallel to the empty orbital on B. Those described in Table 1 and 2. 

 

  

Molecule→ 2HB-F 2HB-OH 2HB-NH2 

Method↓ B−F (Ǻ) H−B−H  (◦) B−O (Ǻ)  H−B−H  (◦) B−N (Ǻ) H−B−H  (◦) 
DFT-B3LYP             
6-311+G(d, p) 

1.32862 120 1.36238 120 1.39124 114 
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BF3 Occupancy Nature of orbital Atoms involved & % atomic orbital contribution to bond Hybridization of F 
 1.99825 

1.99942 
BD 17.23% Boron and 82.77% Fluorine 

18.31% Boron and 81.69% Fluorine 
sp2 

sp2 
1.99825 
1.99942 

BD 17.23% Boron and 82.77% Fluorine 
18.31% Boron and 81.69% Fluorine 

sp2 

sp2 

1.99825 
1.99942 

BD 17.23% Boron and 82.77% Fluorine 
18.31% Boron and 81.69% Fluorine 

sp2 

sp2 
1.88380 
1.88576 

LP Fluorine p 

1.88380 
1.88576 

LP Fluorine p 

1.88380 
1.88576 

LP Fluorine p 

0.34823 
0.33569 

LP* Boron p 

     
B(OH)3 Occupancy Nature of orbital Atoms involved & % atomic orbital contribution to bond Hybridization of O 

 1.99583 
1.99627 

BD 20.25% Boron and 79.75% Oxygen 
21.44% Boron and 78.56% Oxygen 

sp2 

sp1.4 
1.99583 
1.99627 

BD 20.25% Boron and 79.75% Oxygen 
21.44% Boron and 78.56% Oxygen 

sp2 

sp1.4 
1.99583 
1.99627 

BD 20.25% Boron and 79.75% Oxygen 
21.44% Boron and 78.56% Oxygen 

sp2 

sp1.4 
1.85823 
1.86137 

LP Oxygen p 

1.85823 
1.86138 

LP Oxygen p 

1.85823 
1.86137 

LP Oxygen p 

0.42410 
0.40383 

LP* Boron p 

     
B(NH2)3 Occupancy Nature of orbital Atoms involved & % atomic orbital contribution to bond Hybridization of N 

 1.98888 
1.98937 

BD 25.22% Boron and 74.78% Nitrogen 
25.93% Boron and 74.07% Nitrogen 

sp2 

sp1.2 
1.98888 
1.98938 

BD 25.22% Boron and 74.78% Nitrogen 
25.93% Boron and 74.07% Nitrogen 

sp2 

sp1.2 
1.98888 
1.98943 

BD 25.22% Boron and 74.78% Nitrogen 
25.93% Boron and 74.07% Nitrogen 

sp2 

sp1.2 
1.84209 
1.84381 

LP Nitrogen p 

1.84209 
1.84384 

LP Nitrogen p 

1.84209 
1.84349 

LP Nitrogen p 

0.46756 
0.45605 

LP* Boron p 

Table 2. Localized bonds found in the Lewis structures of BF3, B(OH)3 and B(NH2)3. 
Column 1 provides the name of the molecule. 
Column 2 gives the occupancy of the orbital.  
Column 3 describes the nature of the orbital – BD is bonding, LP is a lone pair, LP* is an empty orbital, e.g. a p-orbital.  
Column 4 gives the percentage contribution of each atom’s atomic orbitals to the bonding orbital (NBO). 
Column 5 provides information on the hybridization of the respective atoms involved in the bond. Occupancy of any LP* orbitals reflect a deviation from the 
ideal Lewis formalism and indicates resonance is present in the molecule. 
Entries in bold are results using the DFT-B3LYP and 6-311+G (d, p) basis-set while entries in standard font are results from 6-31+G. 
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Molecule Donor Acceptor S. E E.N. 

BF3 LP on Fluorine p-orbital Boron p-orbital 46.88 
44.08 

4.0 (F) 

B(OH)3 LP on Oxygen p-orbital Boron p-orbital 50.34 
50.08 

3.5 (O) 

B(NH2)3 LP on Nitrogen p-orbital Boron p-orbital 55.13 
52.02 

3.0 (N) 

Table 3. Interactions between Lewis orbitals (filled) and non-Lewis (empty) of the respective molecules listed in column 1.  It shows the extent of a donation 
from filled orbitals into empty orbitals and is a measure of the delocalization of electron density. All of the p-orbitals in the table are parallel to the empty p-orbital 
on B. Note the increasing degree of interaction as one goes from F, O and N. 
Column 1 lists the names of the molecules. 
Column 2 is the atom containing the filled donor orbital. 
Column 3 is the atom containing the empty acceptor orbital. 
Column 4 is the Stabilization Energy (S.E) from the donor-acceptor interactions in units of kcal/mol.  
Column 5 is the respective electronegativity of each donor. 
Entries in bold are results using the 6-311+G (d, p) basis-set and entries in standard font are results from 6-31+G. 
 
 

Molecule Atomic charge for central Boron atom 
(Hirschfeld) 

Atomic charge for central Boron atom (NPA)  

BF3 0.527606 1.57931  

B(OH)3 0.395884 1.37144  

B(NH2)3 0.265733 
 

1.12118  

Table 4. Atomic charges were obtained from MP2 calculations with the 6-311+G (d, p) basis set using bot the Hirschfeld and NPA methods.  

B(OH)3  
Similar to BF3, formally three single B−O bonds from B to the terminal OH groups are present in B(OH)3  . The calculated B−O 
bond length is comparable top literature value; 11 although the hybridization of O in −OH is expected to be sp3, there is re-
hybridization of these orbitals to generate a p-orbital for overlap with the empty p-orbital on B, column 5 of Table 2. These three 
occupied donor p-orbitals on the O of the terminal −OH groups, parallel to the p-orbital on B, are also listed in Table 2. The 
electron occupancy of these p-orbitals is more diminished with a more noticeable increase in the electron occupancy of B for this 
molecule when compared to BF3.  Even though this electron delocalization has increased, it nonetheless amounts to no more 
than just 1/7th of an electron donation by each O in B(OH)3 when compared to 1/10th in BF3; thus, delocalization may have 
increased with a decrease in EN but is not sufficient to change the established idea that B(OH)3 doesn’t obey the octet rule. 

B(NH2)3 

Analogous to the above two molecules, formally three single B-N bonds are found in this molecule. The B−N bond length is 
consistent with literature value.16 Most notable observation is the even further diminished electron occupancy of the p-orbitals on the 
N of the respective terminal −NH2 groups and the greatest electron occupancy of the empty p-orbital of B in this group of 
molecules. Once again, the hybridization on the N of −NH2 is expected to be sp3 but it is seen that there is also substantial re-
hybridization to produce a p-orbital for overlap with that on B. These occupied p-orbitals of N are also listed in Table 1. This 
increased delocalization though amounts to no more than roughly just 1/6th of an electron donation from each N’s occupied p-
orbital into the empty p-orbital of B. Although there is a trend of increasing electron donation from p-orbitals of F, O, and N 
respectively as a function of decreasing EN, these contributions are insufficient to create a pi-bond in these boron compounds. 
Thus the octet rule does not apply to the bonding in this molecule. 

The trend of increasing electron delocalization as a function of decreasing EN of the terminal atoms is also evident in the trend of 
atomic charges on B across this series of molecules, see Table 4.  In order to independently verify the results of the NBO analysis 
above, atomic charges calculated using Hirschfeld population analysis on the three highest energy filled molecular orbitals and 
three higher energy virtual orbitals were performed.  A trend of decreasing positive atomic charge on B is observed when the 
terminal atom changes from F to O to N. This observation is consistent with the NBO results of increasing electron density on B 
for this set of molecules. This trend is also seen in the NPA results which are also included in Table 4 for reference purposes. 
Note that in general, different population analysis schemes give different numerical values of atomic charges and cautions should 
be exercised when comparing absolute values. 
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An alternative to NBO and Population Analysis in ascertaining the degree of electron donation from the terminal F, O and N to 
B and thus potential pi-bonding is to study the corresponding relative bond lengths of the BH2−F, BH2−OH and BH2−NH2 

series. The relative bond lengths is defined as the ratio of the length of B−X bond in BX3 to the length of B−X bond in 
BH2X, i.e. (B−X bond in BX3)/( B−X bond in BH2X). From the data in Table 1a and b, it is observed that there are 
only small changes in these relative bond lengths across the series except for BH2−NH2. Since B and N are neighbors in the 
periodic table it is expected that they would have better orbital overlap and this observation is consistent with literature results.9 
The calculate BH2−NH2 from this study is very close to that of a double bond and warrants further study. A full NBO and 
Population Analysis on the BH2−F, BH2−OH and BH2−NH2 series is underway. 

Our initial hypothesis that changes in EN may lead to pi-bond formation is incorrect as a change in EN from 4 for F to 3 for O 
resulted in minuscule change in electron delocalization from the filled p-electrons of the terminal atoms onto the empty p-orbital 
of B. Undoubtedly there is increased stabilization when the terminal atom changes from F, O and N as seen in the data in Table 
3 but this is not sufficient to create a pi-bond. 
 

−O−B(OH)2 

Some insight was gained through this study even though our initial hypothesis proved to be incorrect. The systematic increase in 
electron delocalization as EN decreased, coupled with the idea that EN is inherently related to the energy of an atom’s orbital 
energy suggested that more efficient electron delocalization may be achieved if the two interacting orbitals have better energy 
match.17  Upon inspection of the relative energy levels of the p-orbital on B to those on F, O and N respectively (i.e. orbital 
energy as a function of nuclear charge), Figure 4, a progressively better energy match of F, O and N respectively to that of B18 is 
observed.  

 

 
Figure 4. Relative energies of the p-orbitals from B, N, O and F. 

Thus, stronger electron delocalization may in principle occur for a chemical species that contained a terminal atom with a donor 
orbital that is better matched in energy to the acceptor orbital of the central atom. 
In order to test this new hypothesis, calculations were performed on the borate ion, −O−B(OH)2, i.e. the anion of B(OH)3.  The 
anion is expected to have a pair of higher energy electrons (i.e. the negative charge residing on the oxygen) compared to the lone 
pair on a neutral −OH or −NH2 terminal group, and this higher energy pair may thus interact more efficiently with the empty p-
orbital of B. Optimized geometric parameters of this anion is given in Figure 5. Results from the NBO calculations on the borate 
ion are given in Table 5. 

 
Figure 5. Optimized geometry of the borate ion using DFT-B3LYP 6-311+G (d, p). a = 1.27797 Ǻ and b = 1.46486 Ǻ. The HO−B−O¯ bond angle is 124◦ and 
the HO−B−OH bond angle is 112◦. At the MP2 6-311+G (d, p) level, the values are: a = 1.28370 Ǻ and b = 1.47068 Ǻ. The HO−B−O¯ bond angle is 125◦ and 

the HO−B−OH bond angle is 110◦. 
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‾−O−B(OH)2 Occupancy Nature of 
orbital 

Atoms involved & % atomic orbital 
contribution to bond 

Hybridization 
of Oxygen 

 1.91772 
1.92325 

BD 14.45% Boron and 85.55% Oxygen 
15.51% Boron and 84.49% Oxygen 

sp 
sp1.8 

1.91772 
1.92325 

BD 14.45%Boron and 85.55%Oxygen 
15.51% Boron and 84.49% Oxygen 

sp 
sp1.8 

1.99283 
1.99385 

BD 22.32% Boron and 77.68% Oxygen 
23.41% Boron and 76.59% Oxygen 

sp 

1.99884 
1.99882 

BD 17.83% Boron and 82.17% Oxygen 
16.84%Boron and 83.16% Oxygen 

p* 

Table 5. Localized bonds found in the Lewis structure of the −O-B(OH)2 anion. 
*a p-orbital is used on B to form the BD orbital for this entry. 
The description of each column is identical to that in Table 2. 
 

In this case, four bonds are clearly shown in the NBO analysis.  The first two entries in Table 5 are the single bonds from B to 
the OH groups while the third and fourth entries are for the sigma single bond between B and O followed by the pi-bond (p-p 
interaction) between the same two atoms. Figure 6 provides a visualization of this pi-bond between the terminal O and the 
central B. Further support for the presence of the pi-bond is seen in the unequal B−O¯ and B−OH bond lengths with the shorter 
one for the double bond. Previously reported values by Straub are consistent with our results. The magnitude and unequal nature 
of the HO−B−O¯ and the HO−B−OH bond angles are also consistent and very similar to carbonic acid HO−CO−OH19 which 
has is identical structurally to the borate ion.  

 
Figure 6. Visualization of the localized pi-bond orbital in the −O-B(OH)2 borate anion. 

CONCLUSION 
This study sought to understand the effects of EN of the terminal atoms on the formation of delocalized pi-bonding to the 
central B atom in the series BF3, B(OH)3 and B(NH2)3.  The starting hypothesis that EN played a central role in this delocalization 
and potential pi-bond formation was shown to be false. Even with fairly large changes in EN, the degree of electron donation 
from the terminal atoms although increasing was minimal.  Despite this, some insight into another factor that influenced pi-
bonding in boron compounds was obtained and this insight revealed that improved energy match between the filled donor 
orbitals of the terminal atoms and the empty p-orbital of boron do lead to pi-bond formation.  
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ABSTRACT 
When people conceptualize abstract ideas, different perspectives can help them to make connections and develop their reasoning. 
In this study, three third grade students who engaged in a body-based angle task, using the Kinect for Windows, were analyzed. 
Descriptions of their interviews are presented, including a detailed analysis of their patterns of perspective-taking and factors that 
might have been conducive to their learning. It was observed that students typically adopted a body-based perspective before 
transitioning to other perspectives. Further, the design of the task and interviewer comments were important factors that 
prompted students to take different perspectives. The implications for perspectives and their impacts on learning are discussed. 
 
KEYWORDS 
Embodied Cognition; Angles; Mathematics Education; Perspectives; Movement 

 
INTRODUCTION 
The act of learning mathematics necessitates a particular type of thinking, one in which a conceptual approach has been shown to 
be more useful than memorizing formulas and procedures.1 In order for students to develop conceptual understanding, 
mathematics instruction ought to scaffold students to make connections among concrete concepts, eventually resulting in the 
formation of abstract ideas. 
 
Studies have shown that embodying concepts has become a new way for students to make meaning, since it promotes linkage 
between reasoning and physical movements, thus allowing students to connect seemingly unrelated ideas.2, 3 Body-based activities 
can do more than allow students to relate ideas; they can actually help students to learn, particularly in mathematics.3, 4 Learning 
occurs when a bridge is built between physical movements of a body and concepts stemming from cognition and reasoning.2 
Body-based activities have been important in students’ mathematical learning processes,5, 6 although a definitive relationship 
between embodiment and learning gains is still being explored by researchers and scholars. Nonetheless, body-based activities that 
seem conducive to learning are those that allow students to assume a first-person perspective while engaging in task.7, 8 
 
In this paper, we seek to investigate the conditions of body-based activities that support learning, including initially prompting 
students to take on the first-person perspective, and then providing access for them to advance to other perspectives. We will also 
consider the patterns of perspective-taking that three third grade students demonstrated while completing a body-based angle task 
using the Kinect for Windows.  
 
BACKGROUND 
Embodied cognition is a formal way of classifying how cognition and reasoning interact with the physical world around us.9 
“Embodiment” is essentially a term that reflects how perceptual and motor skills play a prominent role in the formation of 
concepts. Reasoning and physical action are not separate activities; they are deeply integrated.10 Even thinking that requires the 
use of abstract concepts stems from embodied interactions with a physical environment.2 In general, body-based tasks serve as a 
means by which abstract mathematical ideas can be grounded in a form that is easily comprehensible and accessible for the 
learner.3 As a result, when students engage in body-based tasks, their understanding of abstract ideas can become more concrete, 
since their thinking is constructed from, as well as grounded in, physical actions.3 
 
Reasoning and Physical Interactions 
The assumption that reasoning and physical tasks are closely tied is not trivial. One might consider how it is possible for 
reasoning to “grow out of a cognitive task”.10 Remarkably, several neural systems in the brain, those primarily responsible for 
perceptions, movement, and object manipulation, are the same neural systems that are utilized by the brain to achieve 
conceptualization and reasoning.10 Perception and reasoning always coincide with, and consequently, are structured by, a physical 
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body’s engagement with an environment.9 Sensory inputs that are acquired through physical experiences can be united into a 
cohesive entity that reflects how we manipulate and interact with the world around us. 
 
The relationship between reasoning and embodiment is illustrated in a plausible, real-world example that many car owners, or car 
passengers for that matter, have surely experienced at one time or another. Michael Anderson presents the frustration of dropping 
a lifesaver (or similar bite-sized candy) in between the seats of a car and then realizing that there are no means by which to 
retrieve the lifesaver, other than using a stray paperclip. The paperclip will need to be manipulated into various positions in order 
to find the optimal shape that will hook the lifesaver, so through this trial-and-error experience, cognitive skills are forced to 
collaborate with physical capabilities. While transforming the paperclip into different positions, our mind must conceive how any 
given shape will be able to successfully hook the lifesaver.9 Embodied cognition requires cooperation between representation and 
physical movement, which exemplifies the interrelatedness between the two. 
 
Whenever we engage in a physical task, our brains acquire a plethora of sensory inputs, stimulating the brain’s perceptions that 
were activated during the task. The brain is able to later recall its cognitive state during the physical task; the inputs that were 
acquired have now become a representation of the physical activity. Therefore, when required to recall conceptual knowledge, 
people tend to draw upon those stored representations of the physical tasks.11 Research has shown that the greater number of 
sensory inputs triggered during a physical task will yield higher efficiency storage of schema since representations from the task 
can be recalled more easily.4 A strong ability to recall information often leads to high performance on assessment measures, which 
supports the position that body-based activities could result in learning gains. 
 
In a study involving participants counting change with and without using their fingers, it was demonstrated how humans utilize 
cognitive resources to the best of their abilities, often relying on the assistance of physical actions. In the study, participants who 
were able to count by pointing to an image depicting a set of coins or counting with their fingers were more accurate than 
participants who were required to count the change without the assistance of their hands or fingers.12 Being able to call upon 
physical actions to help conceptualize ideas can result in the ability to solve larger and more complex problems. Reasoning is 
essentially a condensed version of knowledge that is acquired through interactions with the environment.1 
 
In terms of embodied mathematics, a study was conducted in which students in grades 4-6 were tasked with turning a screen 
green by moving their hands to different positions, unaware that the screen only turned green when their hands were at a certain 
height above the desk, relative to each other. Eventually, students worked through the task with a Cartesian plane on the screen 
and continued utilizing the motion of their hands to determine how units on the plane were changing.13 In another study, 
participants were asked to justify mathematical tasks, such as a triangle side length conjecture, after completing various physical 
actions that were intended to promote either “character” (first-person) or “observer” (third-person) viewpoints. The results 
showed that physical actions enhanced mathematical justification, thus suggesting the linkage between embodiment and mental 
reasoning.14 Due to the close relationship between physical actions and cognition, we pose that body-based tasks help to shape 
the way we learn abstract mathematical concepts. 
 
Perspectives During Body-Based Tasks 
Body-based tasks are related to the ability for people to take on multiple perspectives during their interactions with a physical 
environment.15 Edith Ackermann terms the multiple perspectives that can be assumed during a body-based task as “diving in” 
and “stepping out”. “Diving in” is referred to as completely immersing oneself in the task by “becoming one” with it, whereas 
“stepping out” involves reconsideration of the task from an outsider’s perspective.5 Furthermore, learning can really only take 
place if we embrace multiple perspectives throughout the experience; one perspective is simply not enough.5 Ultimately, a balance 
between perspectives is ideal, since we need to immerse ourselves in the task in order for development and growth to take place, 
yet we must also become detached, at times, so that we can relate our thoughts to the physical task, resulting in reflection.5 
 
Additional research has proposed that perceiving oneself as a part of the actual task may lead to greater success in solving the task. 
In one study, the use of perspectives was explored in a scientific setting as students engaged in a simulation called MEteor. The 
simulation consisted of a 30-foot by 10-foot interactive floor and prompted students to investigate Newton and Kepler’s laws 
while viewing how their movements were affecting a graph on a screen.16 Students embodied a first-person perspective by seeing 
how their physical movements directly impacted the graph in front of them. 
 
It is especially beneficial when problem solvers adopt more than one perspective.8 The multiple perspectives are described as 
“frames of reference”, which can be generally categorized as either egocentric or allocentric. An egocentric perspective occurs 
when the objects/environment are in relation to one’s self, resulting in short-term retention of knowledge, whereas an allocentric 
perspective occurs when the body is not the point of reference, and often leads to long-term retention.17 
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The multiple perspectives during a body-based task have also been termed as “being it”, in which oneself is experienced as the 
mathematical object, and “watching it”, in which a mathematical object is perceived to be separate from oneself.6 The ability to 
take on the first-person perspective is critical in mathematics since it leads to the formation of connections that cannot be made 
when a participant is exclusively an observer.6 Susan Gerofsky conducted a study in which students’ and teachers’ bodies were 
observed while they described a graph about an object in motion. Some of the participants took on the first-person perspective by 
demonstrating whole body movements as if they were the graphs themselves. These participants who “became the graph” were 
more likely than the other participants to approach their verbal explanations with multiple metaphors, thus suggesting that more 
than one entry point was used to make sense of the conceptual ideas of the graphs.7  
  
Although a first-person perspective is optimal for immediate learning, a third-person perspective may yield greater long-term 
learning gains.17 When information acquired during a body-based task must be encoded, the body will most likely not be in the 
same context as it was during the task, which is why a third-person perspective becomes necessary for retrieval of stored 
information.17 Even when the third-person perspective has allowed for adequate retrieval of information, the first-person 
perspective becomes, again, necessary, so that people can continue to make sense of the task.17 Consequently, alternating between 
perspectives is the most useful in terms of storage, encoding, and retrieval of information. 
 
The Angle Concept and Body-Based Angle Task (The Study) 
The concept of an angle is often represented by various definitions and illustrations throughout textbooks; the teaching of angles 
is not always consistent across schools.18 For example, younger students learn about angles as being fractions of circles whose 
measure is converted into fractions of 360 degrees.19 They try to eventually reach a notion of a “standard angle concept”, which is 
that two lines meet at a point.18 Other students learn angles as being inclinations of two lines in a plane.20 The main issue is that 
angles are typically introduced in a procedural sense, lacking the emphasis that they are units of measure in degrees.19 
 
There are also numerous misconceptions that students perceive about angles. In one study, less than 10% of fourth-grade 
students surveyed mentioned the “turning” feature when asked to describe angles, meaning that angles can be rotated in infinite 
orientations and their degree measure stays the same.21 Students may also believe that one of the rays of an angle must be 
horizontal, due to the limited examples they have been exposed to in textbooks. It is a common misconception that the size of an 
angle depends on upon the length of the line segments or the distance between the endpoints. Students’ confusion could be 
alleviated if they were able to identify aspects of the angle concept within different representations, such as gestural, graphical, and 
verbal.22 
 
In this study, we analyzed three third grade students as they completed a body-based angle task. The task required students to 
physically form angles with their arms and then use their actions to create conjectures about angle properties. Since the concept of 
an angle is such a multifaceted entity,18 the task was designed to be particularly conducive to adapting multiple perspectives. 
Students might take on the first-person perspective by thinking of themselves as the angle (termed “body-based”), or they might 
take a third-person perspective, conceptualizing angles as abstract figures that are separate from their bodies (termed “angle-
based”). Furthermore, as students translated between and coordinated the body-based and angle-based perspectives, they could 
also take on both perspectives simultaneously (termed “dual”). 
 
We closely examined the language and actions of three students during their engagement with the body-based task to explore the 
following research questions: (1) What are possible patterns of perspective-taking during this body-based task? (2) What factors 
can affect students’ abilities to take on different perspectives? 
 
METHOD 
Participants 
This work was part of a larger study that included 32 third- and fourth-grade male and female students from four multi-age 
classes. Students ranged in age from eight to ten years. Each student took part in a 15-20 minute, structured, one-on-one 
interview with a researcher,23 in which they completed a body-based task about angle concepts. No compensation was exchanged 
for participation in the study, and participants were permitted to withdraw at any time. All interviews were videotaped, in an effort 
to relieve interviewers’ responsibility of writing notes during interactions with participants. This project received approval from 
the Institutional Review Board. 

 
Since this was an exploratory case study,24 we sought to find new patterns in the data. Stratified purpose sampling was used25 to 
select individual students’ cases to investigate in depth. Using recorded video, transcripts, and interview notes, we examined the 
three students in detail, tracking their patterns of perspective-taking. The three students were selected due to their assessment 
scores on a pre- and post-test, in which one student earned high scores on both assessments, another student earned low scores 
on both assessments, and a third student earned a low score on the pre-test and a high score on the post-test. 
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Materials 
Each interview lasted approximately 40 minutes, which included 15-20 minutes for participants to work on the body-based angle 
task, and about 10 minutes each for the administration of a pre- and post-test. A Kinect sensor bar tracked participants’ physical 
movements, so they stood facing a large screen that projected the Kinect program. The sensor bar located and used participants’ 
base of their necks to form the vertex of an angle, and then their arms became the rays of the angle. Participants faced the Kinect 
sensor bar while an interviewer was positioned nearby. A second interviewer manipulated the various levels of the Kinect 
program on the Windows laptop. 
 
Procedure 
The body-based task was designed to support students’ gradual development of an angle concept and to correct common 
misconceptions. For this reasoning, it was important to scaffold students’ learning by first allowing them to explore the concept 
of an angle without the use of any tools or additional information, other than the notion that there was an angle on the screen. As 
students progressed through the activity, the lengths of the rays of the angle were increased, and then students were asked to 
explore how the size of an angle related to specific degree measures. Since the angle oriented itself to students’ arms, students 
could also visualize how angles of the same measure could have different orientations. Furthermore, since the screen was 
constantly changing colors based upon the movements of students’ arms, students were able to investigate what is meant by the 
size of an angle. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
  

Figure 1. Representation of the four different types of angles in the body-based task with the corresponding colors of the screen. 
 
At the start of the task, participants were instructed to extend their arms out to the side of their bodies, since the sensor bar could 
not track any movements if participants’ arms were in front of or behind their bodies. Participants were informed that the screen 
in front of them would change colors, and they were asked to pose “rules” as to what made the screen each color. Unbeknownst 
to the participants, initially, were the conditions that changed the color of the screen: an acute angle changed the screen to pink, a 
right angle changed the screen to yellow, an obtuse angle changed the screen to light blue, and a straight angle changed the screen 
to dark blue (see Figure 1). The Kinect program was designed so that the screen changed colors for angles that were within an 
absolute value of three degrees from the actual measure. For example, even though a right angle, 90 degrees, caused the screen to 
be yellow, an angle measuring 87 to 93 degrees, inclusive, still activated the screen to be yellow. A similar pattern followed for the 
remaining three colors, although this information was not revealed to participants. 
  
During the first part of the interview, participants were asked to describe what their arms were doing to make the screen different 
colors. The prompts were intended to be open-ended, so interviewer responses did not indicate whether participants’ answers 
were correct or not. After participants posed conjectures as to how to make the screen each color, they were informed that a 
“tool” was going to be added to the screen: arrows. The vertex of the arrow matched to the base of participants’ neck, and then 
the rays of the arrows tracked the movement of participants’ arms, accordingly. For this portion of the task, participants were 
again asked to pose conjectures as to how to make the screen each of the four colors. If they only responded in a way that 
referenced the position of their arms, then the interviewer provided a follow-up question that prompted them to refer to the 
arrows on the screen. 
  
In the third part of the task, a protractor was added to the screen, in which it automatically oriented itself with one of the rays of 
the angle and used the other ray to measure the angle, thus projecting a numerical value on the screen for participants to see. In 
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addition to its projection of any numerical value from 0 to 180 degrees, inclusive, the protractor was labeled with benchmark 
numbers of 0, 45, 90, 135, and 180 degrees. At this time, participants were given approximately 30-45 seconds to experiment 
freely with the protractor while the interviewer left the room. Upon the interviewer’s return, participants were asked whether they 
had figured anything out regarding how the protractor worked. Then, the interviewer proceeded to probe participants to form 
conjectures about how to make the screen each color, referencing the protractor in their responses, if possible. 
 
For the final part of the task, the protractor remained on the screen and the length of the arrows was increased dramatically. Once 
it had been established with participants that the length of the arrows was different from the second and third parts of the task, 
participants were asked to form conjectures, one last time, about how to make the screen each color. The interviewer did not 
follow up with reinforcing questions and essentially accepted whatever response participants offered. 
 
Design and Coding 
Measures.  Various forms of data were collected from each interview, including a pre- and post-test that was administered on an 
iPad as well as video recordings of the interview. The pre- and post-tests were completely identical and required students to 
sketch angles that were different from each other, sketch angles that were larger and smaller than given angles, sketch angles of 
designated measures, and estimate the measure of angles. Eleven total questions were scored, so participants could earn a whole 
number score, ranging from 0 to 11 on each of the tests. A 14-question spatial reasoning task was also included in both 
assessments, although that section of the assessment was excluded from the analysis of this study. The pre- and post-tests are 
described in another study.26 

 
Coding.  While implementing stratified purposeful sampling25 in this study, we identified potential variation in the data between 
different types of students. All of the interviews were digitally recorded and transcribed so that student responses and interview 
prompts could be analyzed. We examined three students in depth. We present descriptions of the interviews in addition to an 
analysis of students’ perspective-taking. These students were chosen based on their assessment scores: Jace performed well on 
both the pre- and post-test, Abdul received low scores on both the pre- and post-test, and Tony received a low pre-test score, but 
then improved greatly to earn a high post-test score. 
  
Coding data is an act of stringing together the different parts of stories in order to make connections.27 Research suggests that 
grammatical realizations, i.e. language, can take two possible forms, based upon a participants’ perspective: 1) private, first-person 
speech, in which participants refer to themselves as the experiencers of the task, and 2) public, third-person speech, in which 
participants do not make explicit references to themselves; instead, they narrate an account of the physical interactions with the 
object or environment.28 Through watching the interviews with participants, it became clear that their responses could be 
categorized into three perspectives. Based upon this first-level coding, the three pattern codes were established29: body-based 
perspective, angle-based perspective, and dual perspective, respectively. 
  
While it cannot be known for sure the various perspectives that participants were adopting, coding their language and gestures 
provide a strong indication as to how they were thinking and developing the angle concept. Multiple studies about embodied 
cognition have utilized coding in a similar manner in order to learn about participants’ thinking.1, 7, 8, 28 Participants’ perspectives 
were coded as follows: 

 Body-based perspective: Participants’ verbal responses referenced their bodies, particularly the positions or movements 
of their arms. A common explanation that would be categorized as such might begin with, “My arms make the 
screen…” or, “I move my body to make the screen…”. 

 Angle-based perspective: Participants’ verbal responses referenced the angle on the screen and the ways in which the 
positions and/or movements of the angle were being altered in order to change the screen’s color. A common 
explanation that would be categorized as such might begin with, “The angle makes the screen…” or “The arrows change 
the color of the screen when…”.  

 Dual perspective: Participants’ verbal responses referenced their body and the angle on the screen. A common 
explanation that would be categorized as such might begin with, “My arms move in this way which causes the angle to 
change the screen…”. Furthermore, if a participant referenced the angle on the screen but was glancing at his/her body, 
a dual perspective was coded, since participants were focusing upon the angle while maintaining awareness of their 
bodily movements.    

 
It has been demonstrated how gestures provide further means for analysis of perspective-taking during a body-based task.7, 30 A 
first-person perspective incorporates the speaker’s body into the gesture and sees the event as if s/he is the person performing the 
act, whereas a third-person perspective excludes the speaker’s body from the gesture, so the hands act as the character as a 
whole.30 In this study, whenever participants looked at their body while speaking, it was implied that they had some awareness of 
their bodies, so their perspective was categorized as either body-based or dual. Additionally, participants’ utterances were coded as 
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being the dual perspective if they were describing an angle on the screen but were gesturing in a body-based fashion, such as 
pointing with their fingers to represent the arrows, moving their arms in a circular motion like the protractor, and/or continually 
glancing down at their bodies. 
  
After each of participants’ utterances were categorized as a body-focused, angle-focused, or body-and-angle-focused, all of the 
conditions that contributed to the first-level codes29 were analyzed using video recordings and transcripts of the interviews. The 
interviewer prompts were categorized as being (a) Scripted, deriving from the protocol, (b) Clarification, asking a student to clarify 
an idea, (c) Elaboration, asking a student to expand upon an idea, (d) Re-voice, repeating what the student said, or (e) 
Unprompted, the student offering a response without being prompted by the interviewer. Furthermore, the physical environment 
of the task was categorized according to the conditions of each stage, in which there was nothing on the screen during Stage 1, 
arrows in Stage 2, a protractor in Stage 3, and long arrows (with the protractor) in Stage 4. 
 
RESULTS 
Case Studies 
Student 1: Jace 
Jace, a nine-year-old boy in third grade, had never played with a Wii before, although he had used a Kinect. He did not have a 
Kinect at his house, however, so he did not use it frequently. For sports, Jace had participated in both dance and cheerleading and 
indicated that on a scale of 1 to 5 (1 = low, 5 = high), his preference towards mathematics was a 5. 
 
On the pre-test, Jace earned a score of 9. Despite his relatively high initial score, he still managed to improve by earning a score of 
10 on the post-test. Because of Jace’s high scores on both assessments, his interview was analyzed in order to gauge how students’ 
thinking during the body-based task might enable them to achieve high scores. 

 
During Stage 1 of the interview, Jace demonstrated a body-based perspective by consistently referencing the positions and 
movements of his body; there were not any angles on the screen, and the interview protocol directed participants to respond by 
referencing their bodies. Although Jace was not always initially correct with his contentions about how to make the screen each 
color, after moderate prompting from the interviewer, he was able to elaborate upon his responses and revise his original 
contentions. Jace quickly caught on to the sequence of colors and thought of his arms as lower and higher rungs on a ladder that 
would turn the screen each color. For example, to make the screen pink (an acute angle), Jace’s arms needed to be placed low, 
whereas to make the screen dark blue (a straight angle), his arms needed to be high. Through this ladder metaphor, he was able to 
relate the sequence of colors to the positions of his arms. 
 
During Stage 2 of the interview, when short arrows were added to the screen, a majority of Jace’s responses shifted from being 
body-focused to angle-focused. This could partially have been attributed to the fact that the interview protocol no longer placed 
such a strong emphasis on bodily movements, like in the first stage. Jace expressed multiple metaphors as he grappled with how 
the angle was related to the color of the screen. When he was asked to make the screen pink (an acute angle), he explained how 
the angle looked like the top of a triangle, and then after the interviewer repeated his statement, he elaborated that the arrows 
looked like the top two lines of a triangle. When he was asked to make the screen yellow (a right angle), Jace thought that the 
angle looked like a normal pyramid, and that it looked like a bow when he was trying to make the screen light blue (an obtuse 
angle). When asked about dark blue (a straight angle), Jace returned to a body-based perspective by explaining how you have to 
“put your arm straight up” and then further noted how it “is just like a line”, thereby returning to an angle-based perspective. 

 
Stage 3 of the task, in which a protractor was added to the screen, supported Jace’s development of the angle-based perspective. 
He quickly noted that in order to make the screen pink (an acute angle), the measure of the angle needed to be from 0 to 90 
degrees. And then, without being prompted by the interviewer, Jace quickly and correctly listed the numerical degrees that 
described the other three types of angles and corresponding screen colors. Although he had temporarily abandoned a body-based 
perspective, he understood the “rules” for making the screen each color by correctly identifying the relationship between the 
color of the screen and angle measure.   
 
Finally, Jace’s perspectives were the least consistent during Stage 4 of the task, as he fluctuated between body-focused and angle-
focused responses, and, several times, indicated body-and-angle-focused responses. In the following dialogue between Jace and 
the interviewer, he initially responds from an angle-based perspective, then shifts to a body-based perspective, and then briefly 
includes the dual perspective, by responding linguistically with an angle-focused response while simultaneously gesturing with his 
arms to represent the movement of the protractor: 

Interviewer: And so let’s look at yellow. What can you do to make yellow? 
Jace:  Go to 90. 
Interviewer: Go to 90? 
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Jace:  Yeah. You should go like this. 
Interviewer: And when you say like this, what are you doing with your- 
Jace:  Putting one out. 
Interviewer:  Putting one out? Okay. 
Jace:  Because the other one just moves the scale [gestures the movement  

of the protractor with his arms]. 
Jace was able to explore all three types of perspectives by responding to merely one color. 
 
For the remaining questions of Stage 4, Jace alternated between an angle-based and body-based perspective by either referencing 
the degree measure of the angle, or the position of his arms. Even though he never fully embraced the dual perspective, it is clear 
that he was conscious of both perspectives, due to the ease with which he fluctuated from one to another during the last stage of 
the task, when the protocol prompts were relatively open-ended. 
 
Student 2: Abdul 
Abdul, a nine-year-old boy in third grade, had never used a Wii or Kinect before and did not own either of them at his house. He 
indicated that he played sports, and felt ambivalent about mathematics, as he rated it a 3, on a scale from 1 to 5.   
  
On the pre-test, Abdul earned a score of 2 and did not demonstrate substantial learning gains as a result of the body-based task, 
since his score only increased to a 3 on the post-test. While Abdul might have acquired new knowledge by participating in the 
body-based task, such knowledge was not reflected in his minimal gain from pre- to post-test. Consequently, his patterns of 
perspective-taking become important for gaining insight as to why his test scores reflected little improvement. 
  
During Stage 1 of the task, Abdul primarily explored a body-based perspective; his responses were nearly exclusively related to the 
movements and positions of his arms. As in the case with Jace, this type of response would be expected during the first stage, 
because the protocol questions prompt participants to consider how their bodies manipulate the screen’s color. Additionally, there 
are not any angles on the screen for participants to reference.  In general, during this stage and throughout much of the rest of the 
interview, Abdul was not particularly articulate and seemed to struggle with verbally expressing his ideas. His responses were often 
brief and lacked supporting detail and metaphor.  Many of his responses during Stage 1 consisted of utterances such as, “Putting 
it straight”, or, “The other arm”, as well as others that were clearly body-focused but did not reveal a wealth of information 
regarding how he was thinking. 
  
When the arrows were added to the screen for Stage 2 of the task, Abdul’s perspective appeared to shift to being angle-based, 
since many of his responses exclusively referenced the angle. While Abdul was experimenting with making the screen light blue 
(an obtuse angle), the interviewer prompted him to elaborate on a brief response, and he included the metaphor, “They look like a 
clock.” He later clarified that he meant the angle on the screen looked like a clock, although his clock metaphor was not 
referenced again at all during the remainder of the interview. Otherwise, during this stage, Abdul’s responses continued to lack 
significant content, and while they were angle-focused in nature, they did not greatly reveal how he was thinking about the angles’ 
impact on changing the screen each color. 
  
Stage 3 of the body-based task included the addition of the protractor, and this did not encourage Abdul to make significant gains 
in correlating degree measures to the color of the screen. When asked how to make the screen pink (an acute angle), his response 
demonstrated the dual perspective, since he said, “...one hand is pointing in the middle of 60 and 45 and the other is just pointing 
at zero.” By using his body to describe how to numerically change the angle, he was encapsulating both a body-based and angle-
based perspective—in other words, the dual perspective. However, following this response, he retreated to replying with brief, 
nearly incomprehensible responses that either referenced solely his body or solely the angle. His responses that were angle-
focused were not entirely correct, since, for example, he believed that making the screen yellow (a right angle) involved producing 
a 60-degree angle. 
  
During Stage 4, the lengths of the arrows were increased, and Abdul articulated either body-focused or angle-focused responses, 
but never both. In fact, his responses hardly contained enough detail to be classified as having explored either perspective. For the 
last question, when he was asked to make the screen dark blue (a straight angle), he simply responded, “I don’t know.” 
 
Student 3: Tony  
Tony, an eight-year-old boy in third grade, had played with both a Wii and Kinect before, although he only had a Wii at his house. 
He indicated that he was regularly involved in sports, including swimming and biking, and expressed his dislike for mathematics 
by giving it a preference rating of 1, on a scale from 1-5. 
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On the pre-test, Tony earned a score of 4, and then notably improved to receive a score of 10 on the post-test. Tony’s scores 
suggest that the body-based task was conducive to his learning and allowed him to demonstrate an improved understanding of 
elementary angle concepts.  
  
In Stage 1 of the body-based task, Tony’s responses were rich with a variety of metaphors that he was eager to explain and expand 
upon. As with Jace and Abdul’s, Tony’s responses during the first stage were entirely body-focused, as he continually referenced 
how his arms played a role in causing the screen to change each color. Tony’s enthusiastic energy allowed for a rich dialogue 
between him and the interviewer, and he showcased his understanding through extensive verbalizations. When asked to make the 
screen pink (an acute angle), he believed that his body looked like a stick, and then immediately decided that a rocket was a more 
accurate depiction. By the time he was asked to contend how to make the screen yellow (a right angle), he developed the notion 
that he was making his arms into different forms of the letter T. For example, to make the screen yellow, he argued that he was “a 
sloppy T”, whereas to make the screen light blue (an obtuse angle), he was “a higher T.” By the time he was required to make the 
screen dark blue (a straight angle), he established that he was “just a T”, and even corrected the interviewer when she asked if he 
was a sloppy T. “So, I never said sloppy T.  I just said T,” Tony remarked. His body-based perspective was extremely evident 
through this developed metaphor of the letter T that needed to be in various forms in order to change the screen each color. 
  
The metaphors continued to develop during Stage 2 of the task, except, unlike Jace and Abdul, Tony remained in a body-based 
perspective, even though he still integrated many angle-focused responses. When asked how to make the screen yellow (a right 
angle), Tony referenced the hands of a clock and believed that making the arrows into the time of 4:35 enabled the screen to be 
yellow. For light blue (an obtuse angle), Tony thought that the angle looked like a bird flapping its wings. This is evidence of the 
vivid language Tony sought to articulate in his responses; rather than saying the angle looked like a bird, he developed the idea 
further that it was a bird in a specific stage of movement. 
  
During Stage 3 of the task, Tony encapsulated both body-based and angle-based perspectives, thus resulting in the dual 
perspective. A true dual perspective means that a student is able to understand the connection between body and concept, or, in 
this case, the relationship between the movement of one’s arms and the angle on the screen. The degree measures of the 
protractor were arguably vital in helping Tony to establish this connection between the two entities. Tony’s ability to develop the 
dual perspective is evidenced by the following dialogue between him and the interviewer: 

Interviewer: What can we do to make gold? (Note: The interviewer would always ask the participant what s/he 
wanted to call each color. In this particular interview, gold was equivalent to yellow, and violet was 
equivalent to dark blue.) 

 Tony:  Make it so one hand is on zero and the other is on 90. 
 Interviewer: One’s on zero, one’s on 90? 
 [Unrelated conversation] 
 Interviewer:  And what about light blue? What do you think of light blue? 
 Tony:   Halfway between—put one arm at zero and the other arm between  

90 degrees and 135 degrees.  
 Interviewer: Okay one arm to 135 degrees and 90 degrees.  And what about  

dark blue—violet. What do you do to make violet? 
 Tony:  Violet is my friend. I think it’s one hand on zero and the other  

hand’s on 180 degrees. Just make a straight line. 
Even though Tony’s assertions were not always completely accurate (he was not entirely correct about the angle measure for light 
blue, for example), he still recognized the relationship between his arms and the angle on the screen. 
  
While maintaining the dual perspective, Tony’s metaphors continued into the final stage of the body-based task, although they 
were not nearly as elaborate as Stage 3. During Stage 4, Tony mentioned on several occasions that he was being asked the same 
questions multiple times, so perhaps he was becoming frustrated with the repetitiveness of the scripted questions, and did not feel 
the need to elaborate in as great detail. He answered nearly every question by explaining how one hand needed to be at a certain 
degree measure, and the other hand could either be within a range of degree measures or at a specific degree measure, depending 
upon the color of the screen that was being asked. It was clear during Tony’s interview that he understood the interrelatedness 
between body and angle, and was able to assume multiple perspectives along the course of improving his learning. 
 
Analysis 
Overall, this body-based task did seem to support students’ developing understanding of an angle concept. Out of all students (n 
= 32), the mean score increased from the pre-test (M = 5.25, SD = 2.92) to the post-test (M = 7.0, SD = 2.92). Based upon the 
descriptions of Jace, Abdul, and Tony’s interviews, there is not one definitive pattern all students take as they complete the body-
based task. Their case studies detail different ways that students might be able to interact with the Kinect and try to make sense of 
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the relationship between their body and the angle concept. To that end, there are several factors that became prominent 
throughout the interviews. It appears as if the physical environment, interviewer prompts, and use of metaphors are three factors 
that can affect students’ abilities to assume different perspectives during this body-based task. 

 
Physical environment.  Overall, certain design decisions of the body-based task impacted the perspective that participants took. 
Participants essentially began with a blank slate, and then tools were progressively added to the screen. During the first stage, the 
screen was completely blank, aside from continually changing between the four colors. As illustrated in the three students’ 
narratives, each of them began the task in a body-based perspective. Their responses consistently referenced the position and 
movement of their arms, and the notion of an angle was essentially nonexistent during this stage. It would almost seem illogical 
for participants to experience any perspective besides a body-based one during this part of the task since there were no tools 
whatsoever for them to reference. At this early point, it might not even have been clear to participants that angles were the 
overarching theme. Since all abstractness had been depleted and participants were left with a blank screen (in addition to their 
physical bodies), the environment limited the perspective. For this reason, coinciding with the scripted prompts, participants 
remained in a body-based perspective during the entire first stage of the task.  
  
As each new stage of the task was reached, an additional tool was added to the screen, with the intention of allowing participants 
to utilize it in order to enhance understanding. Stage 3 was one of the most interesting parts of the interview in terms of the 
physical environment because a protractor was revealed. Prior to the interview, many participants admitted they did not know 
what a protractor was, had never used one before, or only had a vague idea of its capabilities. During Stage 3, after the interviewer 
explained how the protractor measures angles, participants were given about 30 seconds to freely explore with it, before being 
asked the standard questions again about how to make the screen each color. The interviewer just asked participants how to make 
the screen a certain color; there was no reference to the angle or to their bodies in the prompt. It became the responsibility of the 
student to internalize the purpose of the protractor and decide the manner in which s/he wanted to respond. 
  
For Jace, a student who had already showcased his prior knowledge about angles on the pre-test, the addition of the protractor 
was useful in affirming his understanding of angles, since every response he offered was angle-focused. For the first time in the 
interview, he did not need to be prompted about how to make the screen each color, most likely since the protractor helped him 
to place a numerical value to the conceptual ideas that he had been developing during the previous two stages. The dialogue 
between Jace and the interviewer during Stage 3 proceeded as follows: 
 Interviewer: Okay, so what can you do to make that pinkish-purple? 
 Jace:  It can be 45, so zero to—it keeps spinning.   

Interviewer: And if you bring your arms up in front of you now, if you bring it  
back to the side? 

 Jace:  It’s from 90 to zero. 
 Interviewer: From 90 to zero. 
 Jace:  And then yellow is only 90. 
 Interviewer: Yellow is only 90? 
 Jace:  Yeah, and then blue is from 90 to 180.  And then purple is only 180. 
The interviewer did not prompt Jace in any way to respond from this perspective, so it can be deduced that the protractor was 
primarily responsible for Jace’s angle-based perspective during this stage. Clearly, there were times during the interview when the 
environment was solely responsible for participants’ perspective-taking. 
  
Interviewer prompt. The protocol was designed with certain objectives in mind, one of which included scaffolding students to make 
connections between their bodies and the angle concept. Because of this, the verbal cues during each of the four stages were 
intentionally meant to prompt students to adopt different perspectives. Based on the aforementioned interviews, these prompts 
frequently played a role in the students’ explorations of a particular perspective. 
  
During Stage 1, there was an absence of tools on the screen and all of the questions were directly focused upon bodily 
movements, thus we expected participants to remain exclusively in a body-based perspective. During Stage 2, when the arrows 
were added to the screen, we expected participants to shift to an angle-based perspective, in hope that they would see the 
connection between body and angle. Therefore, much of the questions during Stage 2 were meant to prompt an angle-based 
perspective. The structure of the interview prompts seemed to play a role in Tony’s development of the angle concept since he 
initially began Stage 2 by describing how the positions of his arms affected the color of the screen. However, because participants 
were supposed to shift their perspective during this stage, the interviewer posed questions to Tony that began to divert his 
attention away from his body and more towards the angle. The following conversation took place: 
 Interviewer: I’m going to ask you about pink again.  What can you do to make it pink?  
 Tony:  I forget.  Oh yeah. Be a—what some people call an airplane. 
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 Interviewer: What some people call an airplane?  If you use the arrows on the  
screen, what are the—describe what’s happening.  What are the  
arrows doing? 

 Tony:   The arrows are looking like—the arrows look like they’re at their  
lowest position without just touching. 

 Interviewer: Okay. Lowest position without touching. 
Without the interviewer prompting Tony to narrow his focus to the arrows on the screen, he may not have referred to them in his 
verbal responses, and could have potentially remained in a body-based perspective. Since Tony’s scores on the pre- and post-tests 
increased so substantially, it is interesting to consider if his success can be attributed to the interviewer prompt, since it changed 
the perspective he had been experiencing. 

 
Similarly, the same interview prompt at the identical stage in the task also seemed to help shift Jace’s perspective. When he was 
first asked how to make the screen pink (after the arrows were added to the screen), he started to recall prior knowledge and 
thought that it was an acute angle. Although he was correct, classifying angles was not a desired learning outcome of the task, so 
in order to readjust his perspective to the angle itself rather than being an observer classifying an angle, a direct question about the 
angle on the screen was necessary. His focus was shifted and he assumed an angle-based perspective. Although there were surely 
other moments in the interviews when the scripted prompts played a role in maneuvering students’ perspective-taking, the 
beginning of Stage 2 seemed to be the most pivotal for targeting students’ thinking on a different perspective than what they had 
been grappling with just moments before. 
 
Use of metaphor. The use of metaphors appears to support the development of the dual perspective. This was particularly evident in 
Tony’s case. Compared to Jace and Abdul’s, Tony’s metaphors were much more frequent and tended to be articulated in far 
greater detail. 
 
Stage 1 of Tony’s interview included body-based metaphors that ranged from projectiles in motion to unique ways of writing 
letters. Tony’s initial interaction with the Kinect was verbalized as such: 
 Interviewer: What do you do with your body to make that pink? 
 Tony:  I’m just being a stick. 
 Interviewer: You’re just being a stick?  Is there another way you can make pink? 
 Tony:  Being a stick.  Being a rocket, I guess. 
 Interviewer: A rocket?  Can you say more about that? 
 [Unrelated conversation] 
 Tony:  I don’t know if you’ve ever seen the NASA ships, but normal—not  

ones with any- like flybys or satellite launchers.  They are straight  
with little tips at the top.  That’s what I mean. 

Upon first sharing a metaphor for the position of his body, when Tony was asked how else to make pink, he possibly internalized 
that question as meaning another metaphor to represent the position of his arms in relation to his body. Then, his detailed 
explanation of what he meant by being a rocket demonstrates that he was perfectly aware of his body (thus taking on the body-
based perspective) and was able to make a connection to something that he had seen before in life: a rocket. 

 
Research has suggested that “knowing mathematics, really knowing it, means understanding it”.31 “Understanding” is defined as the 
ability to see how a concept is related or connected to other things we know.31 Tony’s astute ability to make connections between 
his body and objects he had been exposed to created an optimal condition for encompassing the dual perspective in the later 
stages of the task. Once the arrows were introduced to the screen, Tony had the opportunity to make further connections; except, 
this time, they were connections between his body and the angle, resulting in the dual perspective. Tony was the only one of the 
three students who truly encapsulated the dual perspective. Despite not being completely correct with every assertion during the 
third stage, Tony consistently verbalized the position of his arms in relation to the numerical value of the degrees that changed the 
screen each color. This proved to be a more challenging connection for other students to make.  
 
DISCUSSION 
The body-based task in this study was designed so that participants could adopt the perspectives in a specific manner that we 
hypothesized would be conducive to learning. Based upon observation and analysis of the three selected students, it suggests that 
the body-based task was properly designed to support these participants’ transitions through various perspectives. Each of the 
three students endured Stage 1 with a body-based perspective and then focused on an angle-based perspective during Stage 2. 
Once the protractor was introduced, there were some differences in the perspectives each of the three students occupied, yet it 
was clear that they centered on the perspective that was most salient in their minds. For Tony, the protractor greatly influenced 
his perspective, as it provoked him to relate the position of his arms to the degree measure of the angle. For Abdul, a student who 
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struggled throughout the duration of the task, once the questions were less directed at a certain perspective, he retreated to a 
body-based perspective.  It was clear that he was not grasping the angle concept, and so he felt more at ease with his body. 

 
It seems plausible to expect students to be more comfortable with a body-based perspective; they are already familiar with their 
bodies, and so they are able to use their bodies to make sense of the world and form complex ideas.9, 11 By first prompting 
participants to consider how their bodies were affecting the angle on the screen, we were narrowing their attention and allowing 
them to explore an entity that they should have felt quite comfortable with. Perhaps, as evidenced by Abdul’s interview, if a 
student was not able to comprehend the angle concept, then he or she would resort to using a body-based perspective. 

 
Mastering the body is helpful in order for development and learning to occur.32 More specifically, whenever students are in the 
midst of learning mathematics, they are forced to constantly question the physical environment, which facilitates changes in their 
bodily movements.33 The ease with which students make those changes could be related to how deeply they master the new and 
unknown concept. 
 
Along with establishing a strong body-based perspective early on in the task, the use of metaphors seemed to aid the three 
students in better understanding the angle concept.  Metaphors are a simple way to linguistically describe our bodily interactions 
with the world.10, 34 If students genuinely understand a concept, then they are capable of expressing connections between the new 
idea and previous knowledge,31 which can take place in the form of metaphors that relate the body to a concept. In the body-
based task, Tony’s metaphors were vivid and frequent, and perhaps, his ability to make connections in the first stage was related 
to his strength in eventually connecting the movement of his body with the angle measure on the screen. On the contrary, Abdul 
lacked metaphor in his verbal responses, particularly during the earlier stages, so this potentially became a hindrance on his ability 
to connect different entities later in the interview. 
 
The results of this study were somewhat limited due to the constraint of only analyzing three students. It would be interesting to 
consider whether other students whose patterns of perspective-taking closely align with Tony’s also demonstrate significant 
learning gains or students whose patterns model Jace’s continue to affirm their previously strong angle concept. Similarly, students 
whose patterns resemble Abdul’s during the body-based task might not achieve learning gains. Furthermore, the case studies 
featured three male students, so a lack of female representation might affect the patterns of perspective-taking. The three students 
were initially selected blindly, as only their scores on the assessments were considered for inclusion. Therefore, if a larger size of 
students were to be selected, including both males and females, the results of this specific analysis might be impacted. 
Additionally, increasing the sample size would allow further generalizations to be made about how students interact with and learn 
from a body-based task. 
 
Since so much of mathematics curriculum and instruction hinges on understanding abstract concepts, it is crucial to be mindful of 
how students can better grasp complex ideas, like angles. This study has suggested that prompting students to explore abstract 
concepts in a body-based fashion can promote their development of abstract ideas that become pivotal to truly learning 
mathematics, beyond procedural computations. It provides grounds for mathematics educators to consider how they are 
approaching instruction in their classroom, and if they are supporting students’ intellectual growth of concepts. Finally, if we 
accept that a body-based perspective is necessary as a first step towards being able to make connections between physical actions 
and mental representations, then we can further consider specific patterns of perspective-taking that help students to make 
meaning of abstract concepts.   
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PRESS SUMMARY 
While students are learning mathematical concepts, such as angles, the movements of their bodies support their learning. As 
students undergo this learning process, they may assume various perspectives, namely a first-person perspective, where they take 
on the role of the mathematical object, and a third-person perspective, where they perceive themselves as an observer of the task. 
Students’ abilities to fluctuate between these perspectives can have significant effects on their learning gains. 
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APPENDIX 
These questions were used for the administration of an identical pre-test and post-test. 
 
1. Draw an angle. Now draw an angle that is different from the first one you drew. 
2. Draw an angle that is bigger than this angle. 

 
3. Draw an angle that is smaller than this angle. 

 
4. Draw an angle that is 90 degrees. 
5. Draw an angle that is 30 degrees. 
6. Draw an angle that is 150 degrees. 
7. Draw an angle that is 180 degrees. 
8. Estimate the size of this angle. 

 
9. Estimate the size of this angle. 

 
10. Estimate the size of this angle. 

 
11. Estimate the size of this angle. 
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ABSTRACT
Killing vectors are generators of symmetries in a spacetime. This article defiines certain generalizations of Killing vectors, called
afffiine symmetry tensors, or simply afffiine tensors. While the afffiine vectors of the Minkowski spacetime are well known, and partial
results for valence n = 2 have been discussed, afffiine tensors of valence n > 2 have never been exhibited. In this article, we discuss
a computational algorithm to compute afffiine tensors in Minkowski spacetime, and discuss the results for afffiine tensors of valence
2 ≤ n ≤ 7. After comparison with analogous results concerning Killing tensors, we make several conjectures about the spaces of
afffiine tensors in Minkowski spacetime.

KEYWORDS
Afffiine Symmetry Tensors; Afffiine Vectors; Killing Tensors; Killing Vectors; Minkowski Spacetime; Dimension; Maple CAS; Lie
Derivative; Generalized Killing Tensor

INTRODUCTION
The study of Killing tensors is the study of generalizations of certain vector fiields, called Killing vectors, along algebraic lines. This
paper examines tensors occurring onMinkowski space, the space of special relativity. There are 10 fundamentally diffferent geomet-
rical transformations onMinkowski space, called isometries, each with an associated vector fiield. These are known as Killing vectors
of the space, which can be expressed as solutions of a certain equation, Killing’s equation. The motivation for the study of afffiine
symmetry tensors comes from examining the solutions to a more general equation than the Killing tensor equation; these gener-
alizations will be examined in more detail in the next section. Essentially, the Killing tensors and the afffiine vectors of Minkowski
space can be characterized as solutions of certain equations similar to the Killing equation, and by generalizing the Killing equation
in an appropriate way, we may permit entirely new forms of solutions.

One way to generalize is to seek solutions to the following equation,

∂(α1∂α2 · · · ∂αs Xαs+1···αs+n) = 0

whose solutions are called Killing tensors of valence n and order s,1 or sometimes generalized Killing tensors.2 All of the tensors
mentioned above are generalized Killing tensors. The afffiine symmetry tensors studied in this paper are also a subclass of generalized
Killing tensors. In a paper the authors became aware of after this paper was originally submitted, these were called homogeneous
generalized Killing tensors in the work of Caviglia, et. al.,2 where their relationship to the equation of geodesic deviation was stud-
ied. More recently, these tensors were studied as a direct generalization of afffiine vectors.3

The goal of the present work is to characterize the number of afffiine symmetry tensors of a given valence in the Minkowski space-
time. We accomplish this by computation using the software package Maple, for tensors of valence n, 2 ≤ n ≤ 7, which extends
what is currently known for these tensors. The code for the valence 4 computation is attached to this article, and illustrative snip-
pets are given in the text below. The code itself is also discussed in a later section, as are ways the code could be modifiied for similar
computations in diffferent spacetimes.

PRELIMINARIES
Tensors inM4. The Minkowski spacetimeM4 = (R4, η), is the four dimensional flat spacetime of special relativity. The metric
tensor η onM4 is a valence 2 covariant tensor with components defiined by the line element

ds2 = −(dx0)2 + (dx1)2 + (dx2)2 + (dx3)2.

We have η = ηabdxadxb, where we have used the Einstein summation convention indicating summation over repeated indices.
Comparing with the line element given above, we see the components of the metric η are −η00 = 1 = η11 = η22 = η33, with
all others zero. A 4-vector is a valence 1 contravariant tensor, X, which has components Xα, with the index α taking on the values
0, 1, 2, 3. We can relate a 4-vector Xα to its dual, the covector, or valence 1 covariant tensor, Xα by

Xα = ηαβXβ.
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This is another instance of the Einstein summation. That is, Xα = ηαβXβ =
∑3
β=0 ηαβX

β

A valence n covariant tensor is a multilinear mapping taking n tangent vectors as arguments. A symmetric valence n tensor is one
that is invariant under any permutation of its indices; we signify this by Xα1···αn = X(α1···αn). Then for any valence n tensor Xα1···αn ,
we can defiine a corresponding symmetric tensor X(α1···αn), the symmetrization of Xα1···αn , in the following manner:

X(α1···αn) =
1
n!

∑

σ∈Sn

Xσ(α1···αn),

that is, where the sum is taken over permutations σ from the symmetric group Sn. The Lie derivative of a vector X in a direction
Y,LYX, can be computed as the Lie bracket, or commutator [X,Y] of X and Y, given by

LYX := [Y,X] = YX − XY.

More precisely, for any smooth function f onM4,

[Y,X] ( f ) = [Y [X] − X [Y]] ( f ) = Y
(
X( f )
) − X

(
Y( f )
)
.

Geometrically, the Lie derivativeL is one measure of how vectors, or more generally tensors, on a manifold change.

The isometries x̃ onM4 are mappings that preserve the metric η; expressing this via the Lie derivative, we have that LXη = 0,
where the vector X is tangent to the isometry x̃. If we write out the components of this equation, we see it is equivalent toKilling’s
equation (after Wilhelm Killing)4 inM4

∂(αXβ) = 0,

where ∂α = ∂
∂xα is the derivative with respect to the coordinate xα.

Generalizations. The solutions of Killing’s equation are called theKilling vectors of the space. By analogy, we can generalize Killing’s
equation, and defiine a Killing tensor of valence n to be any valence n symmetric tensor Kα1···αn satisfying the equation

∂(αn+1 Kα1···αn) = 0.

It is apparent that the number of equations in the system for theKilling tensor growquickly; counting, we can see that in the system
for a Killing tensor of valence n there are exactly

(
4 + (n + 1) − 1

(n + 1)

)
=

(n + 4)!
(n + 1)!3!

equations. Another generalization of the notion of Killing vectors is to consider the vectors satisfying

∂α∂(βXγ) = 0.

These are called affine vectors. It is easy to see that a Killing vector is also an afffiine vector, since, ifX is Killing, ∂α∂(βXγ) = ∂α0 = 0.
Hence, the space of afffiine vectors for a spacetime is at least as large as the space of Killing vectors. Geometrically, afffiine vectors
generate afffiine motions, which are maps that take geodesic curves to geodesic curves while preserving the afffiine parameter.

A further generalization extending both of the previous notions is that given by the idea of what will be referred to here as an afffiine
symmetry tensor, or more simply as an afffiine tensor, which is a symmetric valence n tensor satisfying

∂α1∂(α2 Xα3···αn+2) = 0.

As is the case with the Killing vectors, we see that a Killing tensor is also an afffiine tensor.

We denote the space of Killing tensors of valence n overM4 by Kn

(
M4
)
, and the space of afffiine tensors of valence n overM4

byAn

(
M4
)
; as the context of working withM4 is clear, we shall also make use of the abbreviations Kn andAn. By previous

observations then, we have that for any n > 0,Kn ⊂ An.

We will give a short summary of some known results in the following section. Following this, we discuss the algorithm used to
enumerate the afffiine tensors, and discuss the conclusions and conjectures we drew from the algorithmic output.

SUMMARY OF KNOWN RESULTS
Size of Kn. Vector spaces of Killing tensors in spaces of constant curvature have been studied independently by Tacheuchi,5 De-
long,6 and Thompson.7 We will follow the conventions of Thompson; he showed the dimension of the vector space consisting of
valence n Killing tensors inM4 is

|Kn| = (3 + n)!(4 + n)!
3!4!n!(n + 1)!

=
1
4

(
n + 3

n

)
×
(
n + 4
n + 1

)
.
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This is the maximum number of Killing tensors in any 4-dimensional spacetime. In fact, if Km
n is the dimension of the vector space

of Killing tensors, where m is the dimension of the ambient space (M4) and n is the valence of the tensor, then

Km
n ≤

(m + n − 1)!(m + n)!
(m − 1)!m!n!(n + 1)!

=
1
m

(
n +m
n + 1

)
×
(
n +m − 1

n

)
,

and equality is achieved in spaces of constant curvature.

Many papers explicitly calculating the Killing tensors of a given valence in a particular spacetime have been published.7,8,9,10 More-
over, the problems of fiinding the dimension of the vector space of generalized and generalized conformal Killing tensors have been
considered by Nikitin and Prilpko1 and Eastwood.11,12 In this paper, we present a Maple algorithm to compute the afffiine tensors
(and Killing tensors) inM4 for n = 1, . . . , 7; an example of this algorithm that calculates the valence n = 4 tensors is included in
the appendix of this paper. We include in this paper the values of |Kn| and |An| for each valence.

AFFINE TENSORS INM4

The algorithm. A brief explanation of the algorithm is given below, which accompanies the attached sample code for the valence
4 afffiine symmetry tensors given in the appendix. The code is divided into 5 sections. We note that for space considerations, the
output of the commands has been suppressed (by use of a colon instead of a semicolon). We have included small snippets of the
output below for purposes of illustration.

In section 1, we load the necessary packages for the computations, and defiine the spacetimeM4 (by its metric g = η) within which
we will work. We defiine the coordinates of the spacetime, and using these and the metric, compute the Christofffel symbols for
computation in section 3. It is worth pointing out that the worksheet attached in the appendix can be used as a template for further
calculations, involving tensors of other valences (i.e., the case n � 4 by very slightly modifying the code described below) or in
diffferent spacetimes, by modifying the initial data in this section of the code.

In section 2, we construct a generic valence 4 symmetric tensor, whose componentswewill be concernedwith fiinding. The attached
Maple worksheet includes the construction of a valence 4 covariant tensor; however it is possible to generalize the approach in an
appropriate manner to construct a tensor of any valence.

In section 3, we build the system(s) of PDE which would like to solve. The Killing tensor equation is built from the symmetriza-
tion of the covariant derivative of the tensor. That is the purpose of the fiirst two lines of this section. The ADK command then
covariantly diffferentiates this, which produces the afffiine tensor equation. The KTSYS and ADESYS commands then tell Maple to
explicitly form the corresponding systems of diffferential equations from these.

Figure 1. First few components of Afffiine System PDE.

In section 4, we solve the systemADESYS to fiind the valence 4 (in this case) afffiine symmetry tensors. This is done using the pdsolve
command. The pdetest command is used to verify that the given solutions actually solve the system ADESYS.

Figure 2. 1111 component of general solution, with arbitrary constants shown.

In section 5, we isolate the components of each solution. Each arbitrary constant in the solution, of the form _C i, corresponds to a
diffferent independent solution of the system. So, for each arbitrary constant in the solution, we list here the non-zero components.
The commands in this section are sensitive to the number of elements in the lists. Thus, the number of components and the number
of solutionsmust be known for this section. The number of components can be computed. The number of solutions can be found
with little efffort by usingMaple’s built in search feature to search the output and determine the maximum index of the coefffiicients
of the solutions, from the output of section 4. The output can bemade visible and searchable by changing the colon to a semicolon
in the sol command in section 4.
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Figure 3.Non-zero components of solution corresponding to C2.

The number of parameters used to describe the solutions, or dimension of the corresponding solution space, was recorded and
used to conjecture the dimension, |An|, ofAn; the data is recorded in the next section (see Table 1).

Results. Information about the number of equations and parameters is collected below:

Table 1. Parameter and Equation Sizes.

valence n # Killing Tensor parameters # Affine Tensor parameters # Affine & not Killing

1 10 20 10
2 50 70 20
3 175 210 35
4 490 546 56
5 1176 1260 84
6 2520 2640 120
7 4950 5115 165

It appears from the data that the number ofKilling tensors of ordern, |Kn|, forn = 1, . . . , 7 follows theOEIS sequenceA006542,13

whichmatches the formula given byThompson, and that the number of non-Killing afffiine tensors follows theTetrahedral number
sequence Tn, which is the OEIS sequence A000292.14

Based on the data collected for the afffiine tensors with valence n = 1, . . . , 7, we make the following observation and conjectures:
1. Our data for |Kn| indicates that ∣∣∣∣Kn

(
M4
)∣∣∣∣ = 1

4

(
n
3

)
×
(
n − 1

3

)

for n = 4, 5, 6, . . . . It is known that |Kn| = 1
4
(n+4

n+1
) × (n+3

n
)
. These two forms are equivalent however, as can be seen by letting.

n→ n +m = n + 4 where m is the dimension ofM4. Then,
1
4

(
n
3

)
×
(
n − 1

3

)
→ 1

4

(
n + 4
n + 1

)
×
(
n + 3

n

)
,

and hence
{∣∣∣∣Kn

(
M4
)∣∣∣∣
}

n∈N, n≥4
=
{

1
4
(n+4

n+1
) × (n+3

n
)}

n∈N.

2. It appears that

|An \ Kn| =
(
n + 4

3

)
=

(
(n + 2) + 2

3

)
.

((n+2)+2
3
)
= Tn+2 also characterizes the Tetrahedral number sequence Tn,14 for n = 1, 2, . . . but shifted forward two terms in the

sequence. Observations 1. and 2. allow us to make the following conjecture as to the size ofAn:

|An| = |An \ Kn| + |Kn| =
(
n + 4

3

) [
1 +

1
4
×
(
n + 3

3

)]
.

In the computations for eachAn, we also observe that the components of each tensor for n = 1, . . . , 7 are in the form of multi-
variable polynomials with degree less than or equal to n. We conjecture that this is the general form of the tensors inAn, that is,
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the components of each such tensor are multivariable polynomials with degree≤ n.

Finally, we conjecture that the number of afffiine tensors in a space follow a similar inequality to the form that Thompson found -
that is, that the afffiine symmetry tensors of valence n for a manifoldM of dimension m are of the orderAm

n where

Am
n ≤
(
n +m
m − 1

) [
1 +

1
m
×
(
n +m − 1

m − 1

)]
=

(
n +m
n + 1

) [
1 +

1
m
×
(
n +m − 1

n

)]
,

with the inequality similarly achieving equality in spacesM of constant curvature, such asM4.

REFERENCES
1. Nikitin, A. G. and Prilpko, A., (1990) Generalized Killing Tensors and Symmetry of Klein-Gordon-Fock Equations, preprint

90.23, Acad. Sci Ukr SSR, Institute of Mathematics, Kiev, 1 — 59 (Preprint in English available at arxiv.org/pdf/math-
ph/0506002v1.pdf )

2. Caviglia, G., Salmistraro, F., and Zordan, C., (1982) Geodesic deviation and fiirst integrals of motion, J. Math. Phys., 23, 2346
— 2352

3. Cook, S. and Dray, T., (2009) Tensor generalizations of afffiine symmetry vectors, J. Math. Phys., 50, 122506— 122512.
4. Martin, D., (2002)Manifold Theory: an Introduction forMathematical Physicists (Horwood), 228— 238, Simon& Schuster,

Sussex.
5. Tacheuchi, M., (1983) Killing tensor fiields on spaces of constant curvature, Tsukuba J. Math., 7, 233— 55
6. Delong, R.P., (1982) Killing tensors and the Hamilton-Jacobi equation, PhD thesis, University of Minnesota
7. Thompson, G., (1986) Killing tensors in spaces of constant curvature, J. Math. Phys., 27, 2693— 2699.
8. Caviglia, G. and Zordon, C., (1982) Third-Order Killing Tensors in the Schwarzschild spacetime, Gen. Relat. Gravit., 14, 27—

30.
9. Ikeda, M. and Kimura, M., (1972) On Quadratic First Integrals in the General-Relativistic Kepler Problem, Tensor N. S., 25,

395— 404.
10. Walker, M. and Penrose, R., (1970) OnQuadratic First Integrals of the Geodesic Equations for Type {22} Spacetimes, Comm.

Math. Phys., 18, 265— 274.
11. Eastwood, M., (2005) Higher symmetry of the Laplacian, Annals of Mathematics, 161, 1645— 1665
12. Eastwood, M., (2005) Representations via overdetermined systems, Contemp. Math., AMS, 368, 201— 210
13. The On-Line Encyclopedia of Integer Sequences, https://oeis.org/A006542 (accessedMar 2016)
14. The On-Line Encyclopedia of Integer Sequences, https://oeis.org/A000292 (accessedMar 2016)

ABOUT THE STUDENT AUTHOR
Isaac Ahern is a recent graduate of the University of Alaska, Anchorage, where this research was completed. Isaac has just fiinished
his fiirst year of graduate study at the University of Oregon.

PRESS SUMMARY
This paper investigates the afffiine symmetry tensors, an exciting new generalization of Killing vectors, generators of symmetries, in
theMinkowski spacetime of special relativity. While partial results are known about the afffiine symmetry tensors for valence 1 & 2,
afffiine tensors of valence n > 2 have never before been exhibited. In this article, we discuss a computational algorithm to compute
afffiine tensors in Minkowski spacetime, and discuss the results for afffiine tensors of valence 2 ≤ n ≤ 7. These results are used to
make several conjectures about the spaces of afffiine symmetry tensors analogous to statements about the spaces of Killing tensors.
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APPENDIX
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# Section 1
#
with(tensor):with(DEtools):with(PDEtools):
coord := [t,x,y,z]:
g_compts := array(symmetric,sparse, 1..4,  1..4):
g_compts[1,1]:=-1:
g_compts[2,2]:=1:
g_compts[3,3]:=1:
g_compts[4,4]:=1:
g := create( [-1,-1], eval(g_compts)):
ginv := invert( g, 'detg' ):
D1g:=d1metric(g, coord): D2g:= d2metric( D1g, coord):
Cf1 := Christoffel1 (D1g):
Cf2:=Christoffel2(ginv,Cf1):
#
# Section 2
#
K_compts:=array(symmetric,sparse,  1..4,  1..4, 1..4, 1..4):
for i to 4 do
for j from i to 4 do
for k from j to 4 do
for l from k to 4 do
K_compts[i,j,k,l]:=cat(K,i,j,k,l)(t,x,y,z)
end do: end do: end do: end do:
K:=create([-1,-1,-1,-1], eval(K_compts)):
#
# Section 3
#
CDK := cov_diff( K, coord, Cf2 ):
SDK := symmetrize(CDK,[1,2,3,4,5]):
ADK := cov_diff( SDK, coord, Cf2 ):
KTSYS:=[seq(seq(seq(seq(seq(SDK[compts][i,j,k,l,m],m=l..4),l=k..4),
k=j..4),j=i..4),i=1..4)]:
ADESYS:=[seq(seq(seq(seq(seq(seq(ADK[compts][p,l,m,r,s,n],s=r..4),
r=m..4),m=l..4),l=p..4),p=1..4),n=1..4)]:
#
# Section 4
#
#
solKT:=pdsolve(KTSYS):
sol:=pdsolve(ADESYS):
pdetest(sol,ADESYS):
#
# Section 5
#
#
LLL:=seq(lhs(sol[i]),i=1..35):
RRR:=seq(rhs(sol[i]),i=1..35):
listy:=seq(convert(cat("_C",s),symbol),s=1..546):
for n to 546 do
for m to 35 do
v[m,n]:=coeff(RRR[m],listy[n]):
if (v[m,n]<>0) then print(LLL[m],C,n=v[m,n]) end if:
end do: end do:
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ABSTRACT 
Participants in this study were randomly assigned to one of three interval groups of either one, three, or five minutes. All partici-
pants were asked to estimate a group-assigned time interval and complete the state portion of the State Trait Anxiety Inventory 
(STAI). It was hypothesized that higher levels of state anxiety would cause participants to overestimate the passage of time. It was 
also hypothesized that shorter interval durations would be estimated more accurately than longer interval durations. Results of a t-
test did not support the first hypothesis. Results of a linear trend analysis did support the second hypothesis (P < .05). These re-
sults indicate that state-anxiety does not cause the passage of time to be overestimated and that interval duration length affects 
how accurately time is estimated. Implications of this study are important to the understanding of human time-management abil-
ity and time estimation errors. 
 
KEYWORDS 
Time estimation; Perception; State-anxiety; Attention; Working memory; Emotion 

 
INTRODUCTION 
Our ability to comprehend causal relationships in time is a fundamental component of learning and human behavior.1 Humans 
monitor time by referring to interval durations of seconds, minutes, and hours. Because time is constant, a second will always be a 
second, an hour an hour, and so forth. However, perception of those interval durations tends to be variable and often inaccurate.2 
If not for the invention of instruments to measure time, the ability to accurately quantify and monitor how much time has elapsed 
in the form of some unit of measurement would be quite inconsistent. Unlike most of the neural input the brain receives from the 
receptors for taste, touch, smell, sight, and hearing, time is not physically sensed, yet the passage of time can be sensed cognitive-
ly.3, 4 According to pacemaker-accumulator models of time perception, time perception is a product of cognitive reinforcement 
and working memory, and time estimation is made possible by a series of neural signals produced by an internal pacemaker in the 
brain.3, 4 Under pacemaker-accumulator models of time perception, neural signals are collated, counted and compared to stored 
representations of interval durations to which future durations and time estimations are based (see Figure 1. for depiction of in-
ternal time perception model).5 
 
MODELS OF TIME PERCEPTION  
Numerous studies continually support cognitive pacemaker-accumulator models of time perception, showing that estimations of 
durations approximately two seconds or longer rely primarily on working memory and that participants tend to make more time 
error estimations when they are presented with visual and auditory distractions.6 Scalar Expectancy Theory (SET), which is a 
widely accepted pacemaker-accumulator model of time perception, hypothesizes that intervals of time are perceived when an in-
dividual consciously attends to them.3 Further, because attention and working memory work conjunctively, any exogenous factors 
that alter attention, emotional arousal in particular, will also alter the perception of time.7 Thus, emotional variables that affect 
working memory should also affect the perception of time. Decades of electrophysiological studies support this notion, showing 
that emotional arousal, attention and working memory are neuro-functionally coupled within the anterior cingulate cortex (ACC), 
a brain structure found to be involved decision-making tasks, impulse control and emotion processing in general.8 
 
NEUROPHYSIOLOGICAL CORRELATES 
Providing a proof of concept for a functional link between emotional arousal, attention and working memory is a study that ex-
amined the influence of emotional context on attentional resources was indexed using electroencephalogram (EEG).9 Event-
related potentials (ERPs) related to attentional processing and working memory were recorded while participants engaged in a 
computerized version of the Go/Nogo task modified to include background images either positive, negative or neutral in emo-
tional valence. Statistical analyses of ERPs indicated that the magnitude of ACC signals changed differentially depending on 
whether participants were exposed to positive or negative emotional stimuli. Further, the presentation of negative emotional 
stimuli positively correlated with participants having increased reaction time.9 
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Figure 1. A graphical representation of an internal clock model of time perception. This depiction is from a study 
by Pencil, Coslett, Aguirre and Chatterjee (2010) and was created to discuss the neural bases for interval timing.5 

 
The authors concluded that the neurophysiological effects of high state-anxiety disrupted the attentional resources of the partici-
pants because the participants’ attentional resources were directed to negative thought processes, thus leading to their perfor-
mance changes.9 Although this was not a time perception study, because time perception is hypothesized to be a process utilizing 
attentional resources it is reasonable to suggest that if emotional arousal altered attentional processes time perception processes 
would also have been altered. Previous studies even suggest that meditation, an activity empirically supported to increased aware-
ness and mental clarity, works by engaging the ACC, as well the insula, posterior cingulate cortex (PCC), prefrontal and thalamic 
cortices, such that attention and emotion are affected.10  
 
RELATED WORK 
In a similar vein, studies on meditation have found that calm mental states have the potential to influence time perception. In one 
study it was found that both inexperienced and experienced meditators exhibited increased post-test performances in a temporal 
bisection task posttest compared to pretest when they engaged in 10 minutes of meditation prior to engaging in the task.11 Addi-
tionally, all participants exhibited decreased anxiety, as well as self-reports of slowed perception of time, following meditation.11 
Demonstrating the effects of increased anxiety was a study that explored the relationship between nicotine withdrawal and dura-
tion discrimination ability by having habitual smokers abstain from smoking for 24 hours prior to the study.11 Given the well-
known negative psychophysiological effects that accompany nicotine withdrawal (e.g., anxiety, attentional disruption), the authors 
hypothesized that duration discriminability would be overestimated.12 Results of this study indicated that all participants were 
more likely to overestimate the passage of time when they abstained from smoking and that this effect was stronger in males than 
females.13 
 
TIME PERCEPTION AND EMOTIONAL AROUSAL 
Apart from the indirect evidence, a number of studies directly support the notion that emotional arousal disrupts time perception 
processes. For example, in one study subjects were administered the State-Trait Anxiety Inventory (STAI) and then asked to en-
gage in a duration prediction task.14 Specifically, the participants had to estimate how long it would take to read a five-page manu-
script. Results of this study indicated that the highest STAI scores were correlated with greater prediction overestimations. These 
results were in accord with past research suggesting that anxiety is associated with negative expectation biases, and indicates that 
individuals with higher levels of anxiety may anticipate greater cognitive processing demands.14 Similarly, in another using the 
same duration prediction task as the previous study, it was found that individuals who are more conscientious are also more likely 
to overestimate how long it will take them to complete the task.15, 16 This result suggests a mediating link between anxiety and 
conscientious; however, the temporal ordering of these variables is not unambiguously dissociable. Given these effects are due to 
negative emotional biases, these results can be linked back to aforementioned studies in which it was found that negative emo-
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tional stimuli have the potential to attenuate attentional resources.9 Taken together, the idea that emotional arousal distorts time 
perception ability is strongly supported. 
 
DURATION DISCRIMINATION 
Although attentional resources and emotional arousal are interdependent processes mediated by shared brain mechanisms, and 
those relationships likely impact time perception, different questions remain unanswered: specifically, how accurately are interval 
durations judged compared to actual clock time durations and how accurately are shorter interval durations compared to longer 
durations? Providing partial answers to these questions a study examined how accurately interval durations are estimated as a 
function of interval duration length.17 Each participant was asked to estimate each of five time intervals (e.g. 15, 30, 45, 60 and 75 
seconds). The results of this study indicated that time estimation was significantly affected by interval duration length and the 
shorter interval durations were judged more accurately than longer durations. Subsequent studies using similar paradigms indicate 
that shorter interval durations are judged more accurately than longer durations.18 While these studies support the notion that 
working memory is a key component of time perception, and is possibly the reason for what constrain the ability to estimate time, 
they do not account for the impact that emotions can have on the ability to estimate time.18 
 
PRESENT STUDY 
If attention and emotional arousal are interdependent processes that affect time perception, how those two variables affect one 
another during the estimation of time over varying interval duration lengths could evince their relationship. The aforementioned 
studies described that while humans have the ability to track clock time, their perceived time is not necessarily a reflection of actu-
al clock time. The models and theories of time perception discussed primarily focus on the time estimation aspect of time percep-
tion. Though humans have the ability to discriminate interval durations accurately, those interval discriminations are susceptible to 
distortion by an individual’s emotional state. In particular, the emotional state of anxiety appears to disrupt an individual’s atten-
tional resources. Because emotional states normally persist longer than durations previously studied, studying these effects over 
prolonged durations will improve further delineate the impact of emotional arousal on the ability to estimate time.  
 
The following study was designed to examine the effect of anxiety on time estimation and to determine if accurate time estimation 
judgments are affected by interval duration. The interval durations utilized in this study were selected based on their being signifi-
cantly longer than the durations used in similar studies; the interval durations selected for this study were one, three, and five 
minutes. The researcher hypothesized that higher levels of state anxiety would affect participants in such a way that they would 
overestimate the passage of time. In addition, it was also hypothesized that shorter time interval durations would be estimated 
more accurately than longer durations. 

 
METHOD 
Participants 
Thirty participants (22 female, 8 male) were recruited from psychology classes and the cafeteria at Coastal Carolina University 
using a non-random convenience sampling technique. Institutional IRB approved this project. Subjects ranged in age from 18 to 
27 years (M = 21.3). Participants were compensated by their professors with bonus points added to their lowest exam grade. 
 
Materials 
A standard informed consent form was used which was a part of each materials packet. A demographic survey was also used in 
order to obtain participant’s general information such as their sex, age, and academic major. A materials packet also included the 
state-anxiety portion of the State-Trait Anxiety Inventory (STAI).19 The STAI differentiates between two types of anxiety; state 
anxiety and trait anxiety, where state anxiety and trait anxiety are both defined as emotional conditions that are characterized by 
apprehension, tension, and fear about a particular situation.19 The primary difference between state and trait anxiety is that trait 
anxiety is a more continuous form of anxiety, while state anxiety is temporary. Furthermore, those with trait anxiety are persistent-
ly expectant of situations that might create anxiety, which further exacerbates this condition. The STAI is a self-report assessment 
survey designed to measure both state anxiety and trait anxiety. There are two sections of the STAI. One section of the STAI is 
designed to measure state-anxiety and the other section is designed to measure trait-anxiety. Both sections of the STAI contain 20 
response items such as “I feel frightened” or “I feel calm”. Participants respond to those response items by circling a response 
from a four-point Likert scale in which one refers to “NOT AT ALL” and four refers to “VERY MUCH SO”. Those Likert re-
sponses are designed to describe how the participant presently feels.19 A Unisex Timex T53151 stopwatch was used to time re-
sponse intervals. 
 
Procedure 
Data were collected in a lab in the psychology department at Coastal Carolina University. The lab was a small room that was lit 
with standard fluorescent lighting and it contained one desk and two chairs which were placed at opposite sides of the desk. Upon 
arrival at the laboratory, each participant was welcomed and asked to be seated. Once seated, the participant was handed a materi-
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als packet that contained an informed consent form, demographic survey, and a copy of the state-anxiety portion of the STAI. 
Upon completion of their materials, those were collected. Each participant was randomly assigned to one of three interval groups 
of either one, three, or five minutes. The participant was instructed that he/she would estimate an interval of time and that the 
use of cellphones, watches, or any other electronic device was not permitted. In addition, the participant was also told he/she 
could not count aloud or use rhythmic tapping to estimate the time interval.  
 
The participant was instructed that the activity would begin when the researcher said aloud “NOW” and that when the participant 
estimated the time had elapsed the participant was to say “OK” or “STOP” aloud. The researcher sat across the table from the 
participant and utilized a stopwatch to record the participant’s estimate of the time interval. The stopwatch was activated when 
the participant said “NOW” and recorded time in seconds until the participant said “STOP”. Upon completion of the activity the 
participant was thanked for his/her participation and escorted from the lab. These procedures were repeated for all 30 partici-
pants in this study. 
 
RESULTS 
This study investigated the dependent variables of participant-estimated time intervals and state-anxiety scores. The highest score 
on the state-anxiety portion of the STAI is 80 and the lowest score is 20. In this study, state-anxiety scores ranged between 20 and 
60. The average state-anxiety scores for males was 35.00 and the standard deviation was 12.78 and average state-anxiety score for 
females was 38.09 and the standard deviation was 10.38. A second dependent variable in this study was an absolute error (AE), 
and these values represented the difference between participant-estimated time intervals and experimenter-assigned time intervals. 
The independent measure in this study was the experimenter-assigned time interval. For participants in the one-minute experi-
menter-assigned time interval group, the average time estimate was 64.00 seconds and the standard deviation was 24.23 seconds. 
Participants in the three-minute experiment assigned interval group the average time estimate was 170.60 seconds and the stand-
ard deviation was 46.09 seconds. For participants in the five-minute experimenter-assigned interval group, these values were 
296.00 seconds and 76.50 seconds respectively. (See Table 1 for experimenter-assigned time intervals compared to the average 
estimate of assigned time intervals.) 

 

Experimenter-Assigned Time Intervals Average Estimate of Assigned Time Inter-
vals 

one minute (60 seconds) 64.00 seconds 

three minutes (180 seconds) 170.60 seconds 

five minutes (300 seconds) 296.00 seconds 

 
Table 1. Experimenter assigned time intervals compared to the average estimates of assigned time intervals. 

It was hypothesized that higher state-anxiety scores would correspond with participant overestimations of time interval durations. 
The average state-anxiety score for those who overestimated the time intervals was 37.77 and the standard deviation was 8.85 and 
for those who underestimated the time intervals the average state-anxiety score was 36.12 and the standard deviation was 12.34. 
In order to determine if state-anxiety scores differed as a function of over or underestimations of time, an independent-samples 
one-tailed t-test was calculated to compare scores from 13 participants who overestimated and 17 participants who underestimat-
ed their assigned time intervals (refer to Table 2 for group sizes, mean state-anxiety scores, and standard deviations as a function 
of over or underestimation groups). The results of this test indicated no statistical difference in state-anxiety scores between par-
ticipants who overestimated and those who underestimated assigned time intervals, t(28) = -.41, P > .05. 

 

STP n M SA sd 

Overestimated 13 37.77 8.85 

Underestimated 17 36.12 12.34 

 
Table 2. Group sizes, mean State-Anxiety Scores, and standard deviations as a function of over or underestimation groups. 
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Following the elimination of three extreme outliers, state-anxiety and general time-estimation error were tested by conducting a 
correlation analysis. The results of that correlation test revealed a significant negative correlation between state-anxiety score and 
general time-estimation error, r  = -.33, P < .05, one-tailed. An even further examination of the data via a curvilinear regression 
analysis revealed a substantial curvilinear trend with a significant quadratic term, t(24) = 2.26, P < .05 (refer to Figure 1 for graph 
delineating the curvilinear regression analysis).  
To test the hypothesis that shorter interval durations would be estimated more accurately than longer durations a linear trend 
analysis was calculated between time interval duration and the absolute value of the error of time estimations. Results of this test 
indicated statistical significance for the effect of interval duration length and accuracy of participant-estimated time, F(1, 27) = 
6.12, P < .05 (refer to Figure 2 for graph delineating the linear trend analysis). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Curvilinear regression analysis delineating a substantial curvilinear trend between state-anxiety score and general time-estimation error. 
 

DISCUSSION 
It was predicted that higher state-anxiety scores would correspond with participants overestimating their assigned interval dura-
tions. The results of a t-test did not indicate that higher state-anxiety scores corresponded with an overestimation of interval dura-
tions. Though the hypothesis was not supported, the results of a multiple regression analysis did indicate that there was an effect 
for state-anxiety scores on participant-estimated time error. The curvilinear regression analysis was calculated to examine differ-
ences between participants with highest state-anxiety scores and participants with lowest state anxiety scores as a function of par-
ticipant-estimated time error. When the data were analyzed to find if there were any effects for state-anxiety score and general 
time-estimation error, a significant negative correlation was found in the first analysis between those two variables. The discov-
ered relationship appeared to be due to a very strong negative correlation in participants with anxiety scores less than 45. The 
results of the quadratic curvilinear test agree with the results of the correlation test but go further by suggesting that participants 
whose state-anxiety scores were between 30 and 50 had the least amount of error when estimating their interval durations, com-
pared to participants with both the lowest and the highest state-anxiety scores. While both the lowest and the highest state-anxiety 
scores were associated with more error, it should be noted that the participants with lowest state-anxiety scores had more time-
estimation error than those with the highest state-anxiety scores.  
 
The effects of anxiety on time perception reported here are bidirectionally consistent with previous work and strongly suggest that 
valenced emotional states, whether positive or negative, interfere with available attentional resources and distort time perception. 
However, the findings of the present study indicate that both low and high emotional arousal distorts the availability of attentional 
resources. These findings are consistent with the accumulator pacemaker models of time perception because emotional arousal 
disrupts attentional resources which complicate time estimation ability. While there was a curvilinear relationship between state-
anxiety score and general time-estimation error, it is important to interpret this information with caution because it is uncertain 
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why the highest and lowest state-anxiety scores had more time estimation error than mid-level state-anxiety scores. The data 
seems to indicate that in order to estimate time accurately a person has to be calm, but not so calm that they lose focus on the 
interval they are estimating, and perhaps a certain degree of anxiousness could be the result of prolonged focus, though this is 
more speculation than an empirically based assertion. The results of a linear trend analysis revealed a statistically significant posi-
tive linear relationship between interval duration and participant estimation error. Longer duration intervals were related to more 
participant-estimated error. The findings of this study are consistent with the findings of previous studies, even though other 
studies typically utilized shorter interval durations (e.g. one, three, seven, and 20 seconds).17, 18 Researchers from past studies have 
reported that with longer interval durations there was more participant-estimated time error.17, 18 Perhaps longer interval durations 
are harder for the brain to process than shorter durations because of attentional resource limitations, though the exact cause of 
this phenomenon is still unknown.  
 
Although there were statistically significant results attained in this study there were some limitations. A limitation of this study was 
the relatively small sample size. There were only 30 participants. For comparison, similar studies done in the past have involved as 
many as 100 participants.16 In addition to a small sample size, the researcher only recruited college students to participate, which 
significantly skewed the age demographic to represent primarily young adults. It should also be noted a few technical challenges 
could have compromised the validity of this study. During participant testing, the researcher was present in order to record partic-
ipants’ time estimates. After a few participants had completed their time estimations, they informed the researcher that sitting 
silently in the room while the researcher sat across from them was awkward. Since awkwardness is an unpleasant sensation, those 
negative emotions may have disrupted the participants’ attentional resources, thus confounding their ability to estimate time. In 
order to avoid this issue in the future, it would be best if the researcher were absent from the room while the participants estimat-
ed their assigned time intervals. Perhaps a reaction time button could be pressed by participants and times could be recorded au-
tomatically in the absence of the researcher. In this manner, the researcher-participant proximity awkwardness would be eliminat-
ed. Because the researcher had to manually measure each participant's response using a stopwatch, the researcher was neither 
blind to who was participating in the study nor blind to which interval group a particular participant belonged in. Thus, the meth-
od by which the experiment was conducted could have influenced the findings, as the presence of the researcher in the room 
could have caused participants to become more relaxed or more anxious. 
 
FUTURE STUDIES 
Future modifications to the study could include the addition of distractions, such as having one group of participants engage in 
something they consider to be a fun or enjoyable activity (ex: playing a video game) and having the other group engage in some-
thing they consider a boring activity (ex: reading a chemistry textbook). These distractions could test the popular phrase “time 
flies by when you’re having fun.” However, it would be necessary to ask participants to disclose whether they actually found the 
activity enjoyable or boring as these can differ between participants. While only the emotional state of anxiety was examined in 
this study, psychological disorders that interfere with attentional resources and emotional arousal may also affect human time per-
ception, such as attention-deficit hyperactivity disorder (ADHD) and depression. In ADHD, attentional resources are diminished, 
which may affect time perception. In fact, studies on ADHD and time perception have indicated statistically significant duration 
discrimination deficits in children with ADHD, in that children with ADHD are more likely to make discrimination errors.20 
 
CONCLUSION 
The present study demonstrated significant results for the effects of interval duration and state-anxiety on time perception. In a 
time-based society where human behavior is often governed by deadlines and time parameters, modern human existence is pro-
foundly affected and measured by the clock. Even with the invention of watches and cell phones to inform humans minute by 
minute of the time, it is still a challenge to conform to the unchanging rigidity of clock time. Continued study of time perception 
will not only broaden scientific understanding of how and why human time perception differs from real time, but may also garner 
knowledge that may help humans make better use of their time and effectively improve their quality of life. 
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PRESS SUMMARY 
Time perception underlies our ability to understand the temporal order of causal events. While time perception is a fundamental 
of learning and human behavior, evidence suggests our perceptions of time are subject disturbances incurred by our emotional 
states. Thus, our emotional states, which can alter by a multitude of internal and external phenomena, to some degree dictate our 
perception of time and ultimately our ability to learn and interact with the world. 
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ABSTRACT 
In the article 'There are Truth and Beauty in Undergraduate Mathematics Research’, the author posted a problem 
regarding the closure properties of irrational and transcendental numbers under addition and multiplication. In this 
study, we investigate the problem using elementary mathematical methods and provide a new approach to the 
closure properties of irrational numbers. Further, we also study the closure properties of transcendental numbers. 

KEYWORDS 
Irrational numbers; Transcendental numbers; Dedekind cuts; Algebraic numbers 

 
1. INTRODUCTION  
In article,1 a problem is posted to prove or disprove the following: 

(a) The addition of two transcendental/irrational numbers is transcendental/ irrational 
(b) The product of two transcendental /irrational numbers is transcendental/ irrational. 

It is well known that the irrational numbers are those which cannot be represented as a ratio of integers. There are 
many popular irrational numbers like   , Euler number  , Euler Mascheroni constant   , golden ratio   and the 
irrational  . Algebraic numbers are those numbers, which are roots of polynomials with integral coefficients, 
otherwise are transcendental numbers.  Commonly known examples of transcendental numbers are   and  .  

In this study, first, we account on the existence of irrational numbers and discuss the decimal representation of these 
numbers.  In section 2 of this article, motivated from paper,2 we establish the closure property of irrational numbers 
in a new way by using the infinite non-repeating and non-recurring decimal representation of these numbers. In 
section 3, the construction of transcendental numbers by Cantor’s argument is discussed. Further, the main result on 
transcendental numbers which states that “The sum and product of transcendental numbers are not always 
transcendental, moreover at least one of the product or sum is transcendental,” is proved. 

2. CLOSURE PROPERTIES OF IRRATIONAL NUMBERS 
It is quite reasonable to understand, how mathematicians came to know about the existence of irrational numbers. 
The first proof of the existence of irrational numbers is usually attributed to a Pythagorean who observed that in a 
right-angled triangle, with height and base 1 unit gives the hypotenuse side    unit. The more rigorous proof of 
construction of irrational numbers is given by mathematician Richard Dedekind which is popularly known as 
Dedekind cuts.3 

The following are some known preliminary results involving irrational numbers. 

LEMMA 1. The decimal part of irrational numbers is non-repeating and non-recurring. 

PROOF. Consider a real number   with repeating decimal  

                                                                                                                                               Equation 1. 
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In order to prove that   is a rational number, multiplying Equation 1 by 10 and subtract it from Equation 1, we get 

    
(    )
   

which is clearly a rational number. In general, let   be a real number with repeating digits having period    Then, 

                                                                                                                           Equation 2. 

Multiplying Equation 2 by 10n and subtracting it from Equation 2, we get 

    (           )
(      ) , 

which is also a rational number. This completes the proof. 

We now investigate that why sum and product of two irrational numbers are rational or irrational. Though it is quite 
trivial by considering some examples like “Sum of (     ) and (    ) and product of (    ) and (   
 ) are rational” and “Sum of    and    and product of    and    are irrational”. But, we take a close look what is 
actually happening in these operations. For example, summing two irrational numbers (     ) and (    ), 
one observes that the approximate sum of their decimal parts gives, 0.41421356237 + 0.58578643763 = 1.0 and 
terminating the fractional part, giving the overall sum is nothing but an integer. Now considering the sum of    and 
  , in which the approximate sum fractional part gives 1.14626436994. In this example, the approximate sum of the 
fractional part is non-terminating and non-recurring even when number of decimal part increased, this is a property 
of irrational numbers. 

From above two examples, we observe that the decimal part decides the rationality and irrationality of a number. We 
use this idea in order to investigate the problem posted.  

The following identity is useful while proving the subsequent results. 

PROPOSITION 1.  Any irrational number   can be written as, 

  [ ]  { }, 

where [ ] denotes the integral part and { } denotes the fractional part. Moreover, { }        ∑
  
   

 
    , 

where           . 

The following result shows that the sum of two irrational numbers is not always irrational. 

THEOREM 1. The sum of two irrational numbers is not always irrational. In fact, the decimal part of the sum 
decides rationality or irrationality. 

PROOF. Let   and   are two irrational numbers. By virtue of Proposition 1, 

  [ ]  { }  and     [ ]  { }. 

Moreover, { }        ∑
  
   

 
     and  { }        ∑

  
    

 
   , where    and    are one of the digits 0 to 9. This 

implies that  

    [ ]  { }  [ ]  { }  

Since, [ ] and [ ] are integers then, their sum is also an integer. Now we take a look at sum of fractional parts, i.e.  

{ }  { }         ∑
      
   

 
   . 
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The possible cases are 

CASE 1. If       ∑
      
   

 
              . , where    is one of the digits of 0 to 9. Then,     is rational 

number due to repeating property of decimal part. 

CASE 2. If       ∑
      
   

 
                               ., where    is one of the digits of 0 to 9 

.Then,     is rational number due to recurring property of decimal part. 

CASE 3. If        ∑
      
   

 
                  , where    is one of the digits of 0 to 9. Then,     is 

irrational number due to non-repeating and non-recurring property of decimal part. 

Similarly, the product of two irrational numbers may not be irrational. The following result shows this fact. 

THEOREM 2. The product of two irrational numbers is not always irrational. In fact, the decimal part of the 
product operation decides rationality or irrationality. 

PROOF. Let   and   are two irrational numbers. By virtue of Proposition 1, 

    ([ ]  { })  ([ ]  { }) 

                                               [ ]  [ ]  [ ]  { }  { }  [ ]  { }  { }  

The affecting property of irrationality is decimal part, now we concentrate at decimal part of product of   and  , 
since [ ]  [ ] is integer. 

Since, [ ]  { }  { }  [ ]  { }  { } is       ∑
[ ]   [ ]       

   
 
     , possible cases are 

CASE 1. If       ∑
[ ]   [ ]       

   
 
                , where    is one of the digits of 0 to 9. Then,      is 

rational number due to repeating property of decimal part. 

CASE 2. If       ∑
[ ]   [ ]       

   
 
                                , where    is one of the digits of 0 

to 9. Then,     is rational number due to recurring property of decimal part. 

CASE 3. If       ∑
[ ]   [ ]       

   
 
                      where   is one of the digits of 0 to 9. Then,     

is irrational number due to non-repeating and non-recurring property of decimal part. 

3. CLOSURE PROPERTIES OF TRANSCENDENTAL NUMBERS 
Joseph Liouville first proved the existence of transcendental numbers. He gave the first decimal examples such as 
the Liouville constant i.e. ∑       

   . The construction of transcendental numbers also comes to know from 
Cantor arguments. By definition, a set A is said to be countable if there exists a one to one correspondence between 
A to N, where N is set of natural numbers. It is well known that the set of real numbers are uncountable by Cantor 
diagonalisation argument. Since, Cantor proved, in the set of real numbers, the numbers which are roots of 
polynomials with integral coefficients i.e. the set of algebraic numbers is countable, so there also exist numbers 
which are not roots of polynomial, uncountable i.e. the set of transcendental numbers.4 

The following result shows that for any two transcendental numbers, at least one of sum or product of these 
numbers is transcendental.  

THEOREM 3. If   and   are two transcendental numbers, then at least one of     or     is 
transcendental. 

PROOF. We use method of contradiction to prove this result. Consider two transcendental numbers   and  .  
Suppose if possible     and     both are algebraic numbers. 
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Then, 

                                                               and       ,                                                        Equation 3. 

where    and    are algebraic. Simplification of Equation 3 gives a polynomial with algebraic coefficients,    
        . Since, polynomial with algebraic coefficients always gives algebraic roots,5 which contradicts the fact 
that   is a transcendental root. This completes the proof. 

CONCLUSION 
In this article, we see the existence and construction of irrational and transcendental numbers. Followed by it, by 
using the concepts of decimal representation, we get the conclusion that the sum and product of irrational and 
transcendental numbers are not always irrational or transcendental. 
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PRESS SUMMARY 
In this article, we provide a solution to a problem posted on American Journal of Undergraduate Research (AJUR) 
regarding closure properties of irrational and transcendental numbers under the operation of addition and 
multiplication. Though the problem already has a solution, in this article, we provide a new approach to solving it. 
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ABSTRACT 
While peaked T-waves have traditionally been associated with hyperkalemia cases, previous studies have called their reliability for 
hyperkalemia diagnosis into question. This study examined 89 ESRD patients totaling to 736 patient visits. Linear regressions and 
receiver operating characteristic (ROC) analyses were utilized to assess the reliability of peaked T-waves as a diagnostic criterion 
for hyperkalemia. Poor correlations between T/R ratio (leads V2-V4) and serum potassium were found, r = 0.23, 0.17, and 0.17,        
p < 0.001. R2 values ranged from 0.03 to 0.05. ROC analysis found poor sensitivity and specificity of T/R as a predictor of 
hyperkalemia (area under the curve: 0.61 – 0.66), and the T/R ≥ 0.75 threshold yielded a sensitivity of 0.83 with a specificity of 
0.40 when predicting hyperkalemia (serum potassium > 5.5 mEq/L). We conclude that the peaked T-wave is a poor indicator for 
the early identification of hyperkalemia in ESRD patients presenting to the emergency department. 
 
KEYWORDS 
Hyperkalemia; Electrocardiography; End-stage Renal Disease; Hemodialysis; Arrhythmias, Potassium; Sensitivity and Specificity; 
ROC Curve 

 
INTRODUCTION 
Chronic kidney disease (CKD) is a common disorder that predisposes patients to dangerous metabolic conditions.1 Hypertension 
and diabetes mellitus are known risk factors for the development of CKD. The primary causes of renal failure are diabetic 
glomerulosclerosis and hypertensive nephrosclerosis, although chronic kidney disease has been known to precipitate from 
infections and exposure to illicit drugs and toxins, particularly in developing countries.2 Kidney dysfunction that progresses to the 
point that regular dialysis or a kidney transplant is required is defined as end-stage renal disease (ESRD).2 
 
Hyperkalemia is defined as a serum potassium greater than 5.5 mEq/L and is a life-threatening electrolyte imbalance frequently 
observed in ESRD patients.1,3 In these patients, impaired glomerular filtration rate combined with the extracellular shift of 
potassium caused by acidosis impair the ability to excrete potassium.1,4 Hemodialysis is a common means for ESRD patients to 
maintain healthy electrolyte levels; however, at least one study has shown that the long hiatus from dialysis experienced during the 
weekend increases the risk of electrolyte imbalance formation, particularly hyperkalemia, and subsequently the risk of sudden 
cardiac death.3 Only modest changes in serum potassium in patients with existing cardiovascular or renal disease can lead to 
increased risk of hospitalization or death.1,5 
 
Hyperkalemia induces a wide range of vague symptoms, particularly muscle spasms, nausea, and vomiting.6 Additionally, it works 
through a number of mechanisms to impair myocardial electrical conduction. Mild hyperkalemia, serum potassium between 5.5 – 
6.5 mEq/L,7 inhibits voltage-gated sodium channels by reducing the resting membrane potential. The subsequent decrease in Vmax 
of these sodium channels blunts the rate of depolarization during phase 0 of the action potential, causing P-wave and QRS 
duration prolongation.7 When serum potassium rises above 6.5 mEq/L,7 IKr-mediated potassium currents increase due to 
heightened channel sensitivity from high extracellular potassium. Subsequent membrane repolarization during phase 3 of the 
myocardial action potential occurs more rapidly and thus with greater magnitude, manifesting as short-duration, peaked T-waves 
on ECG.7 Figure 1 shows a hyperkalemic patient’s ECG with peaked T-waves and a prolonged QRS interval (A), as well as one 
from a different hyperkalemic patient that has normal T-waves and a standard QRS interval (B). As serum potassium progresses 
to well above 8.0 mEq/L, the QRS complex widens substantially and can fuse with the T-wave, forming a classic sine-wave ECG 
pattern that is indicative of impending cardiac arrest from ventricular fibrillation or asystole.6,8,9 
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Figure 1. ECGs from ESRD patients in severe hyperkalemia. A) Patient with a serum potassium of 7.3 mEq/L. ECG shows peaked T-
waves in V2, V3, V4 and QRS prolongation (QRSD = 138 ms). B) Patient with a serum potassium of 7.5 mEq/L. ECG has non-peaked T-
waves and normal QRS duration (QRSD = 104 ms). 

 
Since hyperkalemia may cause serious cardiac complications, rapid identification and treatment are essential to improving 
outcomes. Clinical guidelines suggest the utilization of 12-lead electrocardiograms (ECGs) to detect hyperkalemia alongside blood 
tests.9 However, the status of peaked T-waves as indicators of hyperkalemia has been called into question in some recent 
retrospective studies. A review of 127 instances of diagnosed hyperkalemia showed that only 46% had any ECG changes 
suggestive of hyperkalemia; furthermore, the severity of hyperkalemia had no significant correlation with the presence of classic 
ECG signs.10 A study of 74 hemodialysis patients reported no significant differences in T-wave amplitudes and T/R ratios in the 
precordial leads between normal and elevated serum potassium level.11  In another review of 90 hyperkalemic patients, only 24 
were noted to have T-wave abnormalities, with 21 of those noted as non-specific changes by reading cardiologists; furthermore, 
only 47 of the 90 patients had any ECG changes at all.6  

 
The diagnostic difficulties caused by the unreliability of classic hyperkalemic ECG changes are exacerbated by the tendency of 
hyperkalemia to cause other, non-specific cardiac abnormalities. Severe hyperkalemia can also manifest in heart blocks, including 
fascicular blocks, bundle branch blocks, and complete heart block.13 The effect of hyperkalemia on ventricular repolarization has 
been known to cause widespread ST-elevation mimicking acute myocardial infarction patterns.6,13 Thus, even when hyperkalemia 
is manifesting in ECG changes, a clinician must be ready to screen out extraneous changes that suggest other dangerous 
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conditions before chiefly suspecting hyperkalemia. Thus, if peaked T-waves are to be utilized as a diagnostic criterion, favorable 
sensitivity and specificity for ECG-based parameters must be established. 

 
Our study examines ECG and electrolyte data from 89 ESRD patients who have undergone hemodialysis for at least three 
months. We examined whether or not peaked T-waves are reliable indicators of hyperkalemia in ESRD patients. 
 
METHODS AND PROCEDURES 
This study was a retrospective chart review of a cohort of dialysis patients at an inner city county hospital in a major metropolitan 
city. Eighty-nine ESRD patients were included in the review who visited Ben Taub General Hospital between June 2012 and June 
2014. The study was approved by the Baylor College of Medicine institutional review board. Patients were included if they were 
older than 18 years of age and received dialysis for more than 3 months. Patients were excluded if they did not have a readable 
ECG tracing or a recorded basic metabolic panel associated with their tracing. 
 
A total of 89 patients (49 male) were enrolled and 736 data points were recorded. Each data point was a unique patient-visit for 
emergent dialysis, consisting of one ECG and corresponding electrolyte levels. ECGs used were from intake before any treatment 
was administered. Peaked T-wave definition of T/R ratio ≥ 0.75 was used to calculate its prevalence. T-wave and R-wave 
amplitudes were measured by hand on printed ECGs for leads V2, V3, and V4. ECG data was measured without knowledge of 
serum potassium level. 
 
Data points were excluded if the electronic interpretation of the ECGs included left ventricular hypertrophy, right or left bundle 
branch block, or artificial pacemaker spikes. Furthermore, ECGs with a wandering baseline or other characteristic that prevented 
a reliable measurement of T/R were excluded. Unreadable R-wave amplitudes due to low voltage were also excluded. To assess 
our hypothesis that peaked T-waves are poor clinical indicators of hyperkalemia, we assessed for an association between T/R 
ratio and serum potassium level with linear regression models in leads V2, V3, and V4, and an interaction with calcium level was 
assessed for. Then, to determine the how well peaked T-wave performed as a diagnostic criterion for hyperkalemia, we ran 
receiver operating characteristic analyses. Custom statistical packages (PSPP and R) and plotting software (Microsoft Excel) were 
utilized for analysis. The specialized R package ROCR was utilized for receiver operating characteristic visualization and analysis.12 
 
 

Variable Value 
Patients 89 
     Mean Age ± S.D. 46 ± 15 
     Sex  
          Male 49 
          Female 40 
     Race (Ethnicity)  
          Hispanic / Latino 85 
          Black / African American 2 
          Middle Eastern 2 
Patient-Visits 736 
     Hyperkalemiaa 547 
          Peaked T-Waveb 358 – 65.4% 
          Normal T-Wave 189 – 34.6% 
     Normokalemia 189 
          Peaked T-Wave 80 – 42.3% 
          Normal T-Wave 109 – 57.7% 
Mean Electrolyte Levels ± S.D.  
     Potassium  5.91 ± 0.90 
     Chloride 107.1 ± 5.39 
     Blood Urea Nitrogen 93.8 ± 26.8 
     Creatinine 13.2 ± 6.03 
     Ionized Calcium 0.96 ± 0.15 

Table 1. Demographics, prevalence, and descriptive statistics. 
aHyperkalemia is defined as serum potassium ≥ 5.5 mEq/L 

bPeaked T-wave is defined as T/R ratio ≥ 0.75 in V2, V3, or V4 
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Figure 2. Linear regression model in V4. Graph shows T-wave to R-wave amplitude ratio vs. serum potassium 
scatter plot with a regression line. Analysis revealed a poor correlation consistent with that in leads V2 and V3,        
r = 0.17, p < 0.001. Only 3% of the variation in T/R ratio data could be explained by the linear model, R2 = 0.03.  

 
RESULTS 
The mean potassium level ([K+]) for the data set was 5.9 (± 0.9) mEq/L, and [K+] ranged from 3.1 – 8.4 mEq/L. There were 49 
males (55%) and 40 females (45%) in the cohort. The sample overwhelmingly identified as Hispanic/Latino (96%). The mean age 
of the participants was 46.6 (± 15.1) years. The prevalence of acute hyperkalemia was 74%. Using the definition of a peaked T-
wave as T/R ≥ 0.75, the prevalence of peaked T-wave appearance in any of V2, V3, or V4 was 59.5%. Specific prevalence of 
peaked T-waves in V2, V3, and V4 were 48.0%, 39.0%, and 21.1% respectively. Demographics of participants and descriptive 
statistics for collected data is summarized in Table 1. 
 

Lead Correlation Coefficient (r) Adjusted R2 

V2 0.23* 0.05 
V3 0.17* 0.03 
V4 0.17* 0.03 

Table 2. Statistical correlation of T/R ratio vs. serum potassium, by lead. A multiple regression analysis on T-wave to R-wave amplitude ratios vs. serum 
potassium levels revealed poor correlations. Correlation coefficients ranged from 0.17 – 0.24, showing weak effects of serum potassium on T/R ratio. All adjusted 
R2 values are at or under 0.05, indicating that no more than 5% of the variability in T-wave amplitudes or T/R ratios could be explained by serum potassium 
levels. *p < 0.001 
 
Linear correlation data is summarized in Table 2. Regression analysis of T/R ratio vs. serum potassium for V2, V3, and V4, 
yielded poor correlations, with coefficients of r = 0.23, r = 0.17, and r = 0.17, respectively. While all correlations were statistically 
significant, p < 0.001, variance accounted for by these models was limited, with R2 values of 0.05, 0.03, and 0.03, respectively. No 
more than 5% of the variance in T/R ratio was accounted for by the linear model with serum potassium. Scatter plot showing 
T/R ratio vs. serum potassium for V4 is shown in Figure 2. The linear partial correlation was run while controlling for serum 
calcium. No changes in correlation significance or effect size were observed (data not shown). 
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Figure 3. ROC curve analysis. Left-hand graph shows ROC curves for T/R ratio as a diagnostic criterion for hyperkalemia (serum 
potassium ≥ 5.5 mEq/L). Right-hand graph shows ROC curves for T/R ratio as a diagnostic criterion for severe hyperkalemia (serum 
potassium ≥ 6.5 mEq/L). The area under the curve (AUC) was calculated for each curve. All six ROC curves had AUCs significantly 
higher than the diagonal reference line with AUC = 0.5, p < 0.001. AUCs for the curves ranged from 0.61 to 0.66.  

 
 

Sensitivity and specificity were calculated for the peaked T-wave cutoff of T/R ≥ 0.75. For hyperkalemia ([K+] ≥ 5.5 
mEq/L), sensitivity and specificity were 0.83 and 0.40, respectively. For severe hyperkalemia ([K+] ≥ 6.5 mEq/L), sensitivity and 
specificity were 0.88 and 0.27, respectively. Receiver operating characteristic (ROC) analysis was utilized with T/R ratio as a 
predictor of hyperkalemia (serum potassium ≥ 5.5 mEq/L) and severe hyperkalemia (serum potassium ≥ 6.5 mEq/L). Optimal 
T/R ratio predictive thresholds were calculated by finding the maximum summed square of sensitivity and specificity. The area 
under the curve (AUC) was computed. The ROC curves are presented in Figure 3. Results of the analysis are summarized in 
Table 3. Optimal T/R ratio predictive thresholds for hyperkalemia in V2, V3, and V4 were 0.88, 0.81, and 0.42, respectively. 
Sensitivities (and specificities) for these thresholds were 0.61 (0.61), 0.59 (0.66), and 0.62 (0.66), respectively. Computed AUCs of 
the ROC curves for T/R ratio for both hyperkalemia and severe hyperkalemia ranged from 0.60 to 0.66, p < 0.001.  
 

 Lead Optimal T/R Threshold Optimal Sensitivity Optimal Specificity Area Under ROC Curve 
(95% CI) 

[K
+
] ≥

 5
.5

 
m

E
q/

L 

V2 
 

0.88 0.614 0.608 0.638* 
(0.592-0.684) 

V3 
 

0.81 0.592 0.656 0.651* 
(0.605-0.697) 

V4 
 

0.42 0.618 0.656 0.652* 
(0.608-0.697) 

[K
+
] ≥

 6
.5

 
m

E
q/

L 

V2 
 

1.11 0.586 0.606 0.629* 
(0.584-0.675) 

V3 
 

0.99 0.576 0.637 0.640* 
(0.594-0.686) 

V4 
 

0.61 0.550 0.651 0.619* 
(0.573-0.664) 

Table 3. Summary of receiver operating characteristic analysis on T/R ratio. Receiver operating characteristic (ROC) analysis was run on T/R ratio for 
predictive performance of hyperkalemia (serum potassium ≥ 5.5 mEq/L) and severe hyperkalemia (serum potassium ≥ 6.5 mEq/L). An optimal T/R ratio 
threshold was determined for each lead by optimizing true positive rate while minimizing false positive rate. These thresholds are reported above with the 
corresponding sensitivity and specificity values. The area under each ROC curve was computed and revealed poor criterion performance, with all calculated areas 
between 0.61 and 0.66. *p < 0.001 
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DISCUSSION 
Our study examined 89 end-stage renal disease patients receiving emergent dialysis for at least three months. T/R ratio has 
statistically significant but clinically poor correlation with serum potassium. The optimal correlation was noted in lead V2, where 
still only 5% of the variation in T/R ratio was accounted for by serum potassium. Furthermore, receiver operating characteristic 
(ROC) analysis on T/R ratio in V2, V3, and V4 as predictive of hyperkalemia ([K+] ≥ 5.5 mEq/L) and severe hyperkalemia ([K+] 
≥ 6.5 mEq/L) indicated poor diagnostic performance. Optimal thresholds calculated by greatest summed square of sensitivity and 
specificity also yielded poor performance, with sensitivities ranging from 0.55 to 0.62, and specificities ranging from 0.61 to 0.66. 
We conclude that T/R ratios have poor predictive value for the occurrence of hyperkalemia in ESRD patients. 
 
Our results largely replicate past studies showing poor sensitivity and specificity of peaked T-wave presentation in hyperkalemic 
patients.6,10,11 Aslam et al. found that serum calcium had was a significant variable when using a linear model on T-wave height in 
ESRD patients.11 Our study contradicts this and found that when added as a variable, serum calcium did not affect the correlation 
of the linear model compared to serum potassium alone. Wrenn et al. found that sensitivity and specificity of the peaked T-wave, 
as determined by physician readers, mildly improved when predicting severe hyperkalemia ([K+] > 6.5 mEq/L) compared to 
hyperkalemia ([K+] > 5.5 mEq/L).13 We ran two separate ROC analyses for these two serum potassium cutoffs. Our results 
contradicted Wrenn et al., finding that criterion performance did not significantly change between the two potassium cutoffs. 
 
Our study has several limitations. As this was a retrospective study, several general biases may have affected our conclusions. 
First, hospital protocol dictated that 12-lead ECGs were taken on those suspected of cardiac ischemia or hyperkalemia, limiting 
the availability of healthy controls. Additionally, hospital lab protocol did not screen blood samples for falsely elevated potassium 
levels from hemolysis; however, this was considered insignificant because treating physicians trusted this lab data in clinical 
decision-making. This study was specific to ESRD patients and does not provide evidence for or against the use of peaked T-
waves as a diagnostic criterion for hyperkalemia in patients with normal kidney function. The participants in this study were 
overwhelmingly Hispanic/Latino, and caution should be taken in applying these results to all races and ethnicities. Additionally, 
this study examined only the T-wave characteristic on ECG. Future studies should incorporate other variables such as PR interval, 
QRS duration, and QTc interval, which can be altered by potassium imbalances.7,8  
 
CONCLUSIONS 
T/R ratios show poor correlation with patients’ potassium levels, and peaked T-waves are poor clinical indicators of hyperkalemia 
in ESRD patients presenting to the emergency department. 
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ABSTRACT
A traffic generation model is a stochastic model of the data flow in a communication network. These models are useful
during the development of telecommunication technologies and for analyzing the performance and capacity of various pro-
tocols, algorithms, and network topologies. We present here two modeling approaches for simulating internet traffic. In
our models, we simulate the length and interarrival times of individual packets, the discrete unit of data transfer over the
internet. Our first modeling approach is based on fitting data to known theoretical distributions. The second method uti-
lizes empirical copulae and is completely data driven. Our models were based on internet traffic data generated by different
individuals performing specific tasks (e.g. web-browsing, video streaming, and online gaming). When combined, these
models can be used to simulate internet traffic from multiple individuals performing typical tasks.

KEYWORDS
Internet Traffic Simulation; Stochastic Models; Empirical Copula; Cumulative distribution function; Wireshark

INTRODUCTION
Internet traffic modeling and simulation are useful tools for testing new telecommunication technologies and analyzing the
performance and capacity of various network protocols, topologies, and algorithms. The goal of our work was to build
mathematical models of internet traffic for multiple users using different applications within the same computer network.
Specifically, we collected and analyzed internet traffic data generated by individual users performing specific tasks (e.g. web
browsing, e-mailing, video streaming, and online gaming) and then used this data to build mathematical models that simulate
internet traffic. Our model takes as inputs the number of users and the proportion of internet applications being used at a
given time and outputs artificial traffic data.

Data is transferred over the internet in discrete units known as packets rather than in continuous streams. Each packet can
vary in size/length (measured in units of bytes) up to a maximum size that may be imposed by the local network that a user
is connected to. Thus, internet traffic consists of the transfers of individual packets, where each packet can be characterized
by two random variables: interarrival time and size. We began data collection by capturing the internet traffic generated by a
single user utilizing one application. From the data, we built models each describing packet transfers for one user on a single
application. We then combined these models to imitate the traffic generated by multiple users using different applications.

Modeling Internet Traffic Generations Based on Individual Users 
and Activities for Telecommunication Applications 
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As the usage and structure of the internet rapidly changes, mathematical and statistical models for internet traffic are in
constant demand. Cleveland et. al.1 provide the fundamentals of the information found in internet traffic data, and Sanchez
et. al.7 discuss first steps for understanding patterns and properties of interarrival times of packets and bytes per packet.
We consider two main approaches to modeling internet traffic data: fitting theoretical distributions to interarrival times
and packet size, and building empirical models from representative data. Luo et. al.3 provide an internet traffic simulation
case study whose main features include the fitting of theoretical distributions and visual validation of simulated data. Mah4

provides an example of an empirical model to describe internet usage. Dainotti et. al.2 mention the lack of literature
about modeling packets and bytes jointly. Possolo5 describes the background for a copula which can empirically model
two distributions jointly. In this paper, we explore both modeling frameworks: theoretical model fitting (by working with
known distributions such as the exponential and normal distributions) and empirical model building. We compare and
contrast the two methods and discuss the strength and weaknesses of the two approaches.

Additionally, we also consider two different frameworks for modeling internet traffic. We can model at the individual
packet level, simulating interarrival time and bytes per packet; alternatively, we can also aggregate and predict the number
of packets and total bytes that are transferred per second. The application for the model determines which framework is
more appropriate. If high granularity is a focus, flow of individual packets should be used. However, the interarrival times
between packets can be extremely short (order of nanoseconds). Therefore, if a simulation over a longer time frame is
needed, modeling packets per second is often more computationally feasible. We constructed our theoretical model using
the first framework; for our empirical model, we use the second approach.

METHODS AND PROCEDURES
Data Collection and Preliminary Analysis

Prior to building our computational models, we first collected internet traffic data using Wireshark8, an open-source packet
analyzer. Here, individuals connected to an internet network from their personal computers and captured their packet data
using Wireshark for a specific time period (e.g. 10, 15, or 60 minutes). Their internet activity was limited to one of the
following: web browsing, video streaming, or online gaming. Most of the data sets were obtained from users connecting to
the local wireless network at Smith College. For our mathematical models, we used data collected for 60 minute intervals
and focused on two quantities: the packet size and interarrival time of packets. The interarrival times, which are the time
intervals between consecutive packets, are obtained by first sorting the timestamps of packet arrivals and then subtracting
the consecutive times.

Theoretical Models

Our first modeling approach was to fit the histograms of interarrival time and packet size to a number of commonly used
theoretical distributions. Here, we treated the packet size and the interarrival time as two independent random variables.
Further on, we describe an empirical modeling approach where the two quantities are described by a joint bivariate proba-
bility distribution with no independence assumptions.

One common model for describing waiting times is the exponential distribution based upon the assumption that there is
a specific constant probability of an event occurring within a short period of time (constant probability rate) 6. We found
that packet interarrival times cannot be described by a single exponential distribution. Rather, they are better described
by a hyperexponential distribution which describes a mixture of several exponential distributions (different rates, each
chosen with specific probability). More concretely, we assume that packets can be grouped into multiple categories (e.g. by
protocol used, or by whether it is a packet header, trailer, or a payload), labeled as i = 1, 2, 3, ..., N . A packet of category i

is generated with probability pi ; within category i, the interarrival time of packets follows an exponential distribution with
rate λi. Then, the probability density function (PDF) and the cumulative distribution function (CDF) for the interarrival
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times of packets (random variable t) can be written respectively as:

PDF: f(t) =
N∑
i=1

pi · λi exp(−λi t), CDF: F (t) = 1−
N∑
i=1

pi · exp(−λi t). Equation 1.

To minimize the number of unknown parameters, we chose N = 3 (this was based on trial and error, we found that N=3
is the minimal number needed to obtain a good fit to the data). We obtained parameter values for λi and pi by grouping the
data into three intervals: [0, T1), [T1, T2], and strictly greater than T2. Within each group/interval, we set pi as the fraction
of the data that lies within the interval and λi as the inverse of the mean of the data within the corresponding interval
(maximum likelihood estimate for the rate parameter of an exponential distribution). We obtained the values for T1 and T2

by performing nonlinear least-squares optimization minimizing the difference between the CDF given in Equation 1. and
the empirical CDF (ECDF) from the data. Denote {τk}Mk=1 as the interarrival time data, sorted from shortest to longest,
then the ECDF is a step function with values given by FE(τk) = k/M where k = 1, 2, · · · ,M . The square-difference
between the two CDFs is then computed according to

D(T1, T2) =
M∑
k=1

(FE(τk)− F (τk;T1, T2))
2
. Equation 2.

Note that the value of the CDF F in Equation 1. is dependent on the parameter values {pi, λi} which in turn are dependent
on the values of the interval end-points T1 and T2. Minimization of the square-difference function D is done by using the
Matlab function fmincon (T1 and T2 are constrained so that 0 < T1, T2 < τM ).

To simulate an interarrival time for the next packet (random variable t), we draw from the probability distribution in
Equation 1. as follows:

1. Generate a pair of random variables r1 and r2 from the uniform distribution in [0, 1].

2. If r1 ≤ p1 then choose the rate λ1 and convert r2 into an exponentially distributed random variable via t =

− log(r2)/λ1 .

3. Else if p1 < r1 ≤ p2 , then choose rate λ2 and t = − log(r2)/λ2.

4. Otherwise, r1 > p2, so choose rate λ3 and t = − log(r2)/λ3.

As will be discussed later on (see histogram on Figure 4), packet length distributions generated by different applications
tend to be bimodal, so we fitted the data to two different normal distributions separated by a uniform distribution. Thus, we
again consider three different possibilities: a packet length is generated with probability f1 from a normal distribution with
mean µ1 and standard deviation σ1, with probability f2 from a normal distribution with mean µ2 and standard deviation σ2,
and with probability f3 = 1− (f1+f2) from a uniform distribution in [L1, L2]. Then the cumulative distribution function
for the packet size (random variable l) can be written by combining the CDFs for the normal and uniform distributions:

G(l) =
f1
2

[
1 + erf

(
l − µ1√

2σ2
1

)]
+

f2
2

[
1 + erf

(
l − µ2√

2σ2
2

)]
+ f3

[
l − L1

L2 − L1

]
. Equation 3.

For data-fitting, we again binned the data by choosing two cut-off values, L1 and L2. Further inspection of the data revealed
that a proportion of the packet length data has a constant value of 1440 bytes (likely the standard size for payload packets
in our network), so we use L2 = 1440 bytes and set µ2 = 1440 and σ2 = 0 (mean and standard deviation of the normal
distribution corresponding to the second peak in the bimodal histogram). L1 is chosen through a least-squares procedure.
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The algorithm for drawing from this packet length distribution is also similar to that for interarrival time. However, rather
than generating a random variable that is exponentially distributed, here we use either a normal or uniform distribution.

The gaming application is a special case as the packet length distribution is not bimodal and has an exponential shape instead.
We observed that online gaming can be more data intensive (e.g. some packets are larger than 4000 bytes) and the packet size
has a higher standard deviation than other applications. To describe the packet size distribution for gaming, we fit the data
to an exponential distribution with rate α. The parameter values obtained from fitting the data for different applications are
listed in Table 1.

Video Streaming

Interarrival Times

Rates (/s) Frequency
λ1 = 2.68e+05 p1=0.2706
λ2 = 1.42e+03 p2=0.6997
λ3 = 4.58 p3=0.0297

Packet Length

Parameters Frequency
µ1 = 60.24, σ1 = 10.80 f1=0.3694
µ2 = 1440, σ2 = 0 f2= 0.5930

Uniform [100, 1440] f3=0.0376

Web
Browsing

Rates (/s) Frequency
λ1 = 3.97e+05 p1=0.3851
λ2 = 1.26e+03 p2=0.3813
λ3 = 7.63 p3=0.2285

Parameters Frequency
µ1 = 69.09 σ1 = 18.15 f1=0.5640
µ2 = 1440 σ2 = 0 f2=0.2824

Uniform [120, 1440] f3=0.1536

Online
Gaming

Rates (/s) Frequency
λ1 = 1.14e+04 p1=0.3604
λ2 = 59.03 p2=0.6371
λ3 = 5.88 p3=0.0025

Parameters Frequency
α = 0.0068 1

Table 1. Table of parameter values for different applications.

Empirical Copula Method

As an alternative to theoretical distributions, we use the copula method to simulate internet traffic. The copula is a flexible,
non-parametric approach that does not rely on any distributional assumptions. On the other hand, we may not obtain
certain information that convey average behaviors that can be inferred from parameter values obtained from data-fitting to
the previous theoretical models.

The copula method can be used for internet traffic simulation at a fine individual packet level (interarrival times in the
order of nano seconds). However, this approach is not computationally feasible for simulations with longer time scales, so
we instead simulated the number of packets and total bytes that are generated per second. Either way, the copula method
allows us to model the two random variables of interest jointly, rather than assuming that they are independent. This
method is completely data driven which allows it to be easily applied to any data set. Different copulae can be made to
reflect different types of users based on usage, time of day, spatial location, etc. We model user variability by modeling each
type of application separately. However, we did not distinguish between different users performing the same task.

Based on a data set from one user with a specific task, we can build a copula as follows:

1. Find the empirical cumulative distributions for packets-per-second and bytes-per-second.

2. Map the corresponding ECDF values to a unit square by using the ECDF of packets-per-second as the x-coordinate
and the total bytes-per-second as the y-coordinate.

These steps are schematically shown in Figure 1.

Once we generate a copula surface, we can draw from this joint distribution to obtain the two random variables of interests
as follows (see schematics illustration in Figure 2):
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1. Simulate packets-per-second by pulling a random number x from the uniform distribution in [0,1]. This gives an
ECDF value for the packets-per-second variable (shown in Figure 1) which can then be inverted to obtain the packets-
per-second value.

2. Next, simulate bytes-per-second conditional on x; this is akin to taking a slice of the copula surface. Fixing x, draw
from the probability distribution function for the ECDF values for the second variable as illustrated in Figure 2. This
random number (in [0,1]) corresponds to an ECDF value and yields the simulated value for bytes-per-second after
inversion.

3. Repeat this process many times until the elapsed time is achieved. Each pair of random variables from steps 1-2
above is a simulated second of internet traffic for one user. We can combine simulations from different copulae in a
simulator.
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Figure 1. Schematics of steps for building copula.
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Figure 2. Schematics for simulating from a copula.
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RESULTS AND DISCUSSION
Preliminary Data Analysis

Prior to building and simulating the computational models, we analyzed the interarrival time and packet length data col-
lected from a single user performing specific applications for 60 minutes. In Figure 3, we show the density plots (normalized
histogram) for the distribution of interarrival times for different applications. Here, the interarrival time is shown in log
scale as their values are typically short, but can vary by orders of magnitudes. The density plots showing the distribution
of packet sizes are shown in Figure 4. With the exception of online gaming, the distribution of packet size appears to be
bimodal (distributions with two peaks). We expect that the smaller packets carry the “control information” (packet head-
ers/trailers) that contain short information needed to deliver the packet, while the larger packets contain the actual data
(“payload”).
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Figure 3. Density plots of interarrival time for applications. Each histogram corresponds to one data set collected from one user
performing one task for 60 minutes.
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Figure 4. Density plots of packet sizes for different applications. Each histogram corresponds to one data set collected from one user
performing one task for 60 minutes.

Simulation Results from Theoretical Models

Using parameter values obtained from data fitting in Table 1, we first assessed the fit of the model (using parameter values
obtained from least-square optimization) to the data. In Figure 5, we compared the cumulative distribution functions from
the model to the empirical cumulative distribution functions of the data. The models fit the data relatively closely though
the models do not fully capture the variations in the data. We then simulated the timing and size of individual packets by
drawing from respective theoretical distributions given in Equation 1., Equation 3. Combining the theoretical distributions
for different applications (parameter values listed in Table 1), traffic for multiple users can be simulated. For simplicity, we
assume that each user only performs a single task but we can specify the proportions of users performing each activities.
On Figure 6, we show the traffic generated by 15 users (10% gaming, 40% video streaming, and 50% web browsing).

One advantage of using the theoretical method is fast computation at a fine packet size level. Here, the random variables
of interest (namely packet lengths and interarrival times) can be generated quickly as they involve standard distributions
(normal, uniform, or exponential) that can be inverted/transformed easily.

On the other hand, data-fitting to theoretical distributions also presents some limitations. First, we assumed that the inter-
arrival times and packet lengths are two independent random variables. In reality, these may be dependent; for example,

http://www.ajuronline.org


American Journal of Undergraduate Research	 www.ajuronline.org

	 Volume 13 | Issue 3 | August 2016 	 59

interarrival time (s)
10-6 10-4 10-2 100

CD
F

0
0.2
0.4
0.6
0.8

1

data
model

packet length (bytes)
0 500 1000 1500

CD
F

0
0.2
0.4
0.6
0.8

1
data
model

interarrival time (s)
10-6 10-4 10-2 100

CD
F

0
0.2
0.4
0.6
0.8

1

data
model

packet length (bytes)
0 500 1000 1500

CD
F

0
0.2
0.4
0.6
0.8

1

data
model

packet length (bytes)
0 1000 2000 3000 4000

CD
F

0
0.2
0.4
0.6
0.8

1

data
model

packet length (bytes)
0 1000 2000 3000 4000

CD
F

0
0.2
0.4
0.6
0.8

1

data
model

Gaming

Web Browsing

Video Streaming

Figure 5. Data fitting results: comparison of ECDFs from data and simulation from theoretical models for different activities.
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Figure 6. Internet traffic simulation obtained from the theoretical model for 15 users performing the following fractions of activities:
(10% gaming, 40% video streaming, and 50% web browsing).

smaller packets carrying control information may be generated more quickly to establish communications between com-
puters, while larger packets carrying payloads are dependent on user activities (longer time scale than nanoseconds) and
may be limited by the speed of data transfer (bandwidth cap) imposed by the network. Next, the simulation results are also
dependent on the parameter values, which can vary significantly from one data set to the next. The least squares data-fitting
procedures can be sensitive to the choice of initial guesses. We now turn to an empirical method that allows us to overcome
some of these limitations.
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Simulation Results from Empirical Copula Method

We first built the copula surface for each activity and plotted the copulae in Figure 7. Each activity generates a copula
with distinct features, confirming our approach that we should model them separately. Combining the different copulae,
we can simulate multiple users performing different tasks. A simulation of internet traffic for 10 users (25% Video, 50%
Web, 25% Gaming) over the course of an hour is shown in Figure 8. Computational costs associated with the copula
method are higher as the method requires repeated resampling of a large data set. Here we reduced the computational time
by considering the number of packets and bytes transferred in a given second, rather than simulating individual packets.
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Figure 8. A simulation from the copula method for internet traffic for 1 hour from 10 users (25% video, 50%, and 25% gaming).

Model Verifications and Comparisons

We first compared simulations from both the theoretical model and the empirical model. To do this, we built each model
on the same data sets and generated simulations based on the same inputs (number of users, time frame, and proportion of
users performing each activity). Since the copula method is completely data driven and a finer granularity gives us more data
to build the copula, we wanted to make sure that the empirical method was not adversely affected by our choice of fairly
small data sets. Therefore, we compared results at the second level, half-second level, and quarter second level to ensure that
our time scale does not affect the comparisons. For brevity, we show the results at the second level here, but the results from
the half-second and quarter second levels were similar.

First, we assess the simulations from these two methods visually. We can see in Figure 9 that the simulations from the
theoretical model have less variability than those from the empirical method. It is reassuring to see a sense of consistency;
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both models have a similar center. Depending on the application, there could be advantages to having different properties
in the simulations. For capacity testing, it may be beneficial to have simulations that have higher variability and capture the
information in the tails of the internet traffic. For an application where we are more interested in ascertaining information
about the “average” user, the theoretical model may be preferred.

Copula
Theoretic

0 500 1000 1500 2000 2500

15 Users: KBytes Per Second

Copula
Theoretic

1000 2000 3000 4000

15 Users: Packets Per Second

Figure 9. Comparison of simulation results from theoretical and empirical (copula) models.

We thenmeasure the goodness of fit of both models. However, the empirical copula method is non-parametric (no parameter
fitting was performed). Therefore, standard goodness of fit techniques for assessing how well the model conforms to the
data, do not apply. Therefore we need another way to assess fit. One way we can do this is to mimic the Kolmogorov-
Smirnov test; this test measures the maximum difference between the values of the empirical cumulative distributions from
model simulations and the data.

To get a sense of how this would change given different data, we can “shuffle” our data set (by drawing with replacement a
sample of 1000 points from the full data set) and then compute the maximum difference in empirical cumulative distribution
functions. When we do this many times, we get a distribution for our maximum difference. We can do this for many
different types of methods, including the theoretical model, to get a sense for how well each model works. To put our
results in context we can test a naive model as our “worst case scenario” and a true data shuffle as our “best case scenario."
We choose our naive model to be a uniform copula, a flat unit square.

In Figure 10, we can see that, as expected, the simple resampling of the true data yields the smallest maximum difference
centered, for example around 0.05 for web packets, and the uniform copula yields the largest maximum difference centered
around 0.912 for web packets. The copula method yields maximum difference values closer to those of the resampling. In
fact, the distributions for these two overlap. The theoretical method has larger maximum differences but note that here
we were comparing coarser grained result (per-second level) while data-fitting for the theoretical model was done at the
fine individual-packet level. The same relative ordering of the goodness of fit measure holds for the packets and bytes for
web surfing, video streaming, and online gaming with the distributions for resampling and the copula overlapping, and the
distributions for the theoretical method being closest to those of the uniform copula method. Nonetheless, the theoretical
model still yields maximum differences that are smaller than the uniform copula method.

CONCLUSIONS
We have described two approaches for generating artificial internet traffic consisting of packet lengths and interarrival times
simulations. After collecting individual user data, we produced models that describe traffic generated during web surfing,
video streaming, and gaming, which were then combined to form an internet traffic simulator. We considered two methods.
The first method is based on fitting known theoretical distributions to the data to simulate individual packets; the second
method used an empirical copula to simulate packets per second. The theoretical model allows for fast computation,
but packet length and interarrival time are assumed to be independent variables. This limitation is removed when the
copula method is used. However, the copula method can be computationally expensive, especially for simulating individual
packets with very short interarrival times. To speed up computations, we simulated packets per second instead. When we
evaluated how well each methods capture the underlying data, we found that the theoretical method models the center of the
distribution well but does not capture the tails as well as the empirical method. Both models show significant improvement
over a naive approach with the empirical method slightly outperforming the theoretical method (measured by Kolmogorov-
Smirnov statistics i.e. ECDF max difference for comparison).
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Figure 10. Maximum difference in ECDF comparisons.
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The methods presented here form an underlying basis for developing more realistic models in the future. Here, we do not
include any network signaling effects, which describe the relationship between user requests and network response. There
is a difference between what a user asks for and what the network returns; this may depend on the network structure itself
as well as the load or number of users utilizing the network. For example, if many users are inundating the network with
requests, it may return less than the requested amount per user based on a capacity constraint. Our traffic simulation results
can also be compared to a larger data set from a network utilized by multiple users at different time periods during the day
(capturing varying traffic loads and the network limitation). We can then also include suitable dampening effects in our
simulator as the number of users increases.

Each distinct protocol used for packet transfer may exhibit different interarrival time and packet length distributions as
each protocol serves different functions (e.g. security/encryption, peer-to-peer network establishment, or information
transfer). In the future, more realistic models which take account protocol signaling can be developed. To further explore
these effects, the Wireshark data can first be reanalyzed and the model can be expanded to include the directions of packet
transfers. Protocol signaling may also lead to bursts of packet transfers. The theoretical method presented here is based
on Poisson processes with no memory thus does not capture any bursting behavior. Packet simulations using the copula
method are also memory-less in that the generation of consecutive packets are independent from one another; however,
bursting tendencies may be partially captured if there is a higher density for shorter interarrival times in the copula surface.
Further analyses of correlations of interarrival times or size between consecutive packets is an interesting future direction
in order to investigate the extent of “memory” between consecutive packet transfers.

Another possible route to take in the future is the collection of a wider variety of applications that generate internet traffic,
e.g. music streaming, file-sharing, and real time audio sessions (e.g. with Skype and WhatsApp). As we build up these
approaches with a wider variety of applications, it will be interesting to compare the performance of our models with
standardized internet traffic simulators such as the Third Generation Partnership Project 2 (3GPP2) 9 and the ns-3 Network
Simulator10.
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PRESS SUMMARY
Computational models that can generate artificial internet traffic are useful tools for testing the limits and robustness of
new telecommunication technologies. In this paper, we collected data in order to build computational models that take into
account the arrival time of packets (units for information transfer over the internet) and their sizes. We then developed and
compared two distinct mathematical/statistical approaches for building our internet traffic models; one model is compu-
tationally faster but less accurate, while the other is more computationally expensive but can capture extreme points seen
in the data. Thus, depending on the desired accuracy and computational power, users can utilize our models to generate
artificial internet traffic that takes into account the number of users and the activities performed (e.g. web-browsing, video
streaming, online gaming).
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