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G U E S T  E D I T O R I A L
A Historical Context for Undergraduate Research:  

The Contribution of Wilhelm von Humboldt 
Contemporary America has sometimes been characterized as having at its heart a kind of “culture of 

amnesia”, one in which historical precedents are often ignored in favor of the demands of the present. This 
narrow viewpoint can be extended to the images of “research” that people often have in this country — 
these are of men and women performing experiments while wearing white coats and goggles in a shiny 
laboratory with elaborate instrumentation of various kinds. Yet, research is more than just an activity that 
takes place under certain prescribed conditions — it is also a type of cognitive and educational process that 
can express the ideals of learning. For persons interested in understanding this larger context of research 
in the environment of higher education, the perspective of the late eighteenth and early nineteenth century 

“Renaissance Man”, Wilhelm von Humboldt, is of paramount importance.
Wilhelm von Humboldt (who should not be confused with his naturalist/scientist brother, Alexander) 

contributed to several fields of knowledge, but it was in his role as head of the section for ecclesiastic affairs 
and education in the Prussian ministry of the interior in the early nineteenth century that he had perhaps 
the largest practical impact. As difficult as it is to imagine now, many European universities of that time 
period were in a state of relative decline in terms of conveying important intellectual developments to 
the students who were enrolled in them. Von Humboldt believed that although teaching was of central 
importance to the mission of the university, it could only be truly effective if the activities and results of 
research informed what was conveyed to students. Hence, there are two entwined intellectual goals for 
universities: teaching and research.

Simply asserting the importance of research in the activities of an effective university was not enough 
for von Humboldt. The cognitive effect of this amalgam of research and education upon the individual 
student is also important. The effect that is identified with the end, or purpose, of university education in 
expressed in what von Humboldt called “Bildung”. The meaning of this word, as has been often noted, is 
not easily rendered into English, but it is often translated as “self cultivation”. At a surface level, without 
making further inquiry into the deeper cultural significance of this term, “self cultivation” can refer to the 
autonomous development of an individual’s mind.

Now, how can the thoughts of von Humboldt that were meant to articulate the ideals for early nineteenth 
century education help with appreciating the importance of research — particularly for undergraduates- 
in the twenty-first century context? On an obvious level, von Humboldt saw the important singular role 
that research can play within the workings of institutions of higher learning. But, more importantly, the 
combination of research with teaching was to have a fundamental influence on the minds of students. 
Through engagement with research, either indirectly by listening to a professor’s lectures or directly by 
engaging with the work of creation, interpretation, experimentation and analysis, the student’s mind would 
develop its independent and critical capacity. Without research, this essential developmental aspect of a 
person’s education could not be completed. But beyond the individual student’s intellectual growth, the 
process of cultivation involves the role of faculty, since “cultivation” can involve “enculturation” (through 
the agency of instructors who combine teaching and research) into the collective enterprise of learning.

Our society needs, for so many different reasons, to have students develop independent, critical and 
creative minds. Two centuries ago Wilhelm von Humboldt saw the importance of learning about the latest 
intellectual trends — and also the act of doing research — as central to this educational process. Today, 
undergraduates need to continue the legacy of von Humboldt in order to not only fully develop their own 
minds, but also to achieve their full potential as persons in the human community.

— David Vampola, Guest Editor

David Vampola teaches in the Department of Computer Science, as well as in the Cognitive Science, Information Science, Integrated 
Media and Human-Computer Interaction programs at SUNY Oswego. He has given presentations (partial list) at Boston University, 
Ecole Normale Superieure, Centre National de la Recherche Scientifique, University of Osnabrück, Leo Baack Institute, New York 
Academy of Sciences, and the American Association for Higher Education, as well as at a number of international conferences. His 
publications have ranged over topics from the conceptual foundations of science to the statistical analysis of the health professions. 
He has held teaching or research positions at Boston University, Brown University Medical School, and the University of Pittsburgh.
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Category Theoretic Interpretation of Rings
Edward Poon 
Department of Mathematics and Statistics, University of Ottawa, ON, Canada

Student: epoon061@uottawa.ca, Mentor: Alistair Savage

ABSTRACT
We enhance the category of rings and the category of idempotented rings to 2-categories. After do-
ing this, we prove an equivalence of 1-categories and 2-categories between the category of rings and 
the category of small preadditive categories with one object and between the category of idempo-
tented rings and the category of small preadditive categories with finitely many objects. Under these 
equivalences, we demonstrate some analogues between notions in category theory and ring theory.

KEYWORDS
Ring, Idempotent, Preadditive Category

1.  INTRODUCTION
One of the most famous problems in mathematics was the proof for Fermat’s Last Theorem,  

dating back to 1637, that states that there do not exist three positive integers a, b, c such that  
an + bn = cn for an integer n greater than two.1 Through attempts to prove this theorem, the con-
cept of a ring was introduced by Richard Dedekind in the 1800’s which provided a generalization 
of arithmetic. However, it was not until the 1920’s that (commutative) rings were axiomatically 
defined by Emmy Noether and Wolfgang Krull in their theory of ideals.2 Ring theory has since 
grown to be an active field of research with interesting connections to algebraic number theory and 
algebraic geometry.

In comparison to a ring, the concept of a category is much younger with category theory being 
a field of mathematics introduced by Samuel Eilenberg and Saunders Mac Lane in 1945 as part of 
their work in topology.3 However, applications to other fields of mathematics have since grown 
tremendously. Notably, Alexander Grothendieck almost single-handedly shaped modern algebraic 
geometry with the use of category theory whereas William Lawvere applied category theory to log-
ic to develop the field of categorical logic.4,5 While there are many diverse uses of category theory, 
applications to abstract algebra are especially interesting since one can interpret various algebraic 
structures such as sets, monoids and groups as categories and vice-versa in an effort to study them 
in an uniform fashion. By doing so, one can translate propositions proven in categories into results 
in their respective algebraic structures.

In the literature, especially in the field of categorification, one often views a ring together with 
a collection of idempotents as a category with an object for each idempotent. For instance, this is 
the point of view taken in the recent categorification of quantum groups, where one typically cat-
egorifies the modified enveloping algebra of a quantum group.6–11 This algebra has an idempotent 
for every element of the weight lattice. We adopt this approach in the current paper. Our goal is to 
make the connection between rings (with idempotents) and categories as precise as possible, and 
create a dictionary between the two points of view. In particular, we show how we can view a ring 
as a small preadditive category with one object and an idempotented ring as a small preadditive 
category with finitely many objects. We then prove an equivalence of 1-categories and 2-categories 
between the category of rings and the category of small preadditive categories with one object and 
between the category of idempotented rings and the category of small preadditive categories with 
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finitely many objects. Under these equivalences, we show in Proposition 6.3 that two functors be-
tween two small preadditive categories with one object form an adjunction if and only if there exist 
specific 2-morphisms of rings and mutually inverse bijections of sets.

2. BACKGROUND ON RING THEORY
In this section, we recall the definitions of a ring as well as different types of idempotents and 

systems of such idempotents within a ring. Furthermore, the notion of an idempotented ring is in-
troduced and the example of a matrix ring is given. Lastly, we give a proof that every idempotented 
ring is isomorphic to a matrix ring.

Definition 2.1 (Ring)

A ring is a set R equipped with two binary operations (denoted by addition and multiplication) 
satisfying the following axioms:

• (Commutativity of addition) For all a, b ∈ R, a + b = b + a.
• (Associativity of addition) For all a, b, c ∈ R, a + (b + c) = (a + b) + c.
• (Additive identity) There exists an additive identity 0R ∈ R such that for all  

a ∈ R, 0R + a = a = a + 0R.
• (Additive inverse) For all a ∈ R, there exists an element −a ∈ R such that a + (−a) = 0R.
• (Associativity of multiplication) For all a, b, c ∈ R, a ∙ (b ∙ c) = (a ∙ b) ∙ c.
• (Multiplicative identity) There exists a multiplicative identity 1R ∈ R such that for all  

a ∈ R, 1R ∙ a = a = a ∙ 1R.
• (Left distributive property) For all a, b, c ∈ R, a ∙ (b + c) = a ∙ b + a ∙ c.
• (Right distributive property) For all a, b, c ∈ R, (b + c) ∙ a = b ∙ a + c ∙ a.

Definition 2.2 (Idempotent, orthogonal idempotent)

An element e in a ring R is idempotent if e2 = e. Idempotents e and e΄in R are a pair of orthogonal 
idempotents if e ∙ e΄ = e΄ ∙ e = 0.

Definition 2.3 (Complete multiset of orthogonal idempotents)

Let R be a ring with a multiset I = {e₁, e2, ∙ ∙ ∙, en} ∈ R. We call I a complete multiset of orthogonal 
idempotents if:

• For distinct ei, ej, in I, ei, ej, is a pair of orthogonal idempotents. 
• 1R = e₁ + e2 + ∙ ∙ ∙ + en.

Definition 2.4 (Idempotented ring)

An idempotented ring is a pair (R, I), where R is a ring and I a complete multiset of orthogonal 
idempotents.
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Example 2.5 (Matrix ring)

Suppose (R, I) is an idempotented ring with I = {e₁, e2, ∙ ∙ ∙,en}. We define a ring Mn(R) with multi-
plicative and additive identities 1Mn(R) and 0Mn(R) as follows.
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Next, we define a multiset IMn(R) ⊆ Mn(R) in this fashion,
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It is fairly simple to prove that Mn(R) is a ring since most of the ring axioms follow from the prop-
erties of matrices and so we will omit the proof. Likewise, it is also straightforward to prove that 
every pair of M, N ∈ IMn(R) is pairwise orthogonal and that the sum of all M ∈ IMn(R) = 1Mn(R). 
Thus, IMn(R) is a complete multiset of orthogonal idempotents.

Proposition 2.6 (Every idempotented ring is isomorphic to a matrix ring)

Proof.  
Let (R, I) be an idempotented ring and (Mn(R), IMn(I)) be the matrix ring over (R, I). We define  
ϕ : (R, I) → (Mn(R), IMn(R)) to be the map r ↦ (ejrei) where (ejrei) denotes the n × n matrix whose  
(i, j) entry is ejrei. We claim that ϕ is a ring isomorphism.

• (Injective) Assume that for some r and r΄ in R, ϕ(r) = ϕ(r΄). Then for any index (i, j),
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• (Surjective) By the definition of Mn(R), for any matrix M ∈ Mn(R), ϕ(r) = M for some r ∈ R.
• (Preserves Sums) Let r, r΄ ∈ R, then we have the following set of equalities.
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• (Preserves Products) Let r, r΄ ∈ R, then we have the following set of equalities.
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3. BACKGROUND ON CATEGORY THEORY
In this section, we recall the notion of a category and give some examples involving algebraic struc-
tures. We then consider mappings between categories with the definition of a functor and consider 
relations between functors through natural transformations and adjunctions. Lastly, we give the 
definition of an equivalence of categories which we will use to great effect in later sections.

Definition 3.1 (Category, small category)

A category C consists of a class of objects ObC and for every pair of objects X, Y, a class of  
morphisms MorC(X, Y), writing f : X → Y to denote a morphism in MorC(X, Y). These classes must 
satisfy the following:

• (Composition) For any X, Y, Z ∈ Ob C, there is a map of composition  
MorC(Y, Z) × MorC(X, Y) → MorC(X, Z). 

• (Identity) For any object X ∈ Ob C, there exists an identity morphism of X, idX : X → X, such 
that for any morphism f : X → Y , f ∘ idX = f = idY ∘ f ∈ MorC(X, Y).

• (Associativity) Given f ∈ MorC(X, X΄), g ∈ MorC(X ,́ Y) and h ∈ MorC(Y, Y΄),  
(h ∘ g) ∘ f = h ∘ (g ∘ f) ∈ MorC(X, Y΄).

A category C is small if the class of objects and the class of morphisms are both sets.

Example 3.2 (Category of finite-dimensional vector spaces)

Let FinVect𝔽 denote the category of finite-dimensional vector spaces over a fixed field 𝔽. The ob-
jects of FinVect𝔽 are finite-dimensional vector spaces over 𝔽 and for any V, W ∈ Ob FinVect𝔽 , 
MorFinVect𝔽(V, W) is the class of linear maps from V to W. The axioms of a category are satisfied 
with the following data.

• (Identity) For any V ∈ Ob FinVect𝔽 , idV is the identity map from V onto itself.
• (Composition) The composition of morphisms in FinVect𝔽 is the usual composition of linear maps.
• (Associativity) Associativity holds because the composition of linear maps is associative.

Example 3.3 (Category of matrices)

Let Mat(𝔽) denote the category of matrices over a fixed field 𝔽. The objects of Mat(𝔽) are the natural 
numbers, and for any m, n ∈ Ob Mat(𝔽), MorMat𝔽 (m, n) is the class of n × m matrices. The axioms 
of a category are satisfied with the data below.

• (Identity) For any m ∈ Ob Mat(𝔽), idm is the identity m × m matrix.
• (Composition) The composition of morphisms in Mat(𝔽) is the multiplication of matrices.
• (Associativity) Associativity holds because the multiplication of matrices is associative.

Definition 3.4 (Isomorphism)

Suppose C is a category. A morphism f ∈ MorC(X, Y) is an isomorphism between X and Y if there 
exists a morphism g : Y → X such that f ∘ g = idY and g ∘ f = idX. We say that the objects X and Y are 
isomorphic, which is denoted as X ≅ Y.
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Definition 3.5 (Preadditive category)

A category C is preadditive if for any X, Y ∈ Ob C, MorC(X, Y) has the structure of an abelian 
group, which we write additively. Furthermore, we require that composition is distributive over this  
addition. So for any f, f΄ ∈ MorC(X, Y) and g, g΄ ∈ MorC(Y, Z),

• (g + g΄) ∘ f = g ∘ f + g΄ ∘ f ∈ MorC(X, Z),
• g ∘ (f + f΄) = g ∘ f + g ∘ f΄ ∈ MorC(X, Z).

Remark 3.6 We will refer to the identity with respect to the addition operation as the zero morphism 
from X to Y, denoting it as 0X,Y.

Example 3.7

The category FinVect𝔽 is preadditive because for any V, W ∈ Ob FinVect𝔽 , MorFinVect𝔽(V, W) is a 
class of linear maps equipped with a commutative addition operation (addition of linear maps) 
with 0V,W being the linear map v ↦ 0W. Furthermore, the composition of linear maps is distributive 
over addition.

Example 3.8

The category Mat(𝔽) is preadditive since for any m, n ∈ Ob Mat(𝔽), we have that MorMat(𝔽)(m, n) is 
an abelian group with respect to the addition operation with 0m,n being the zero n × m matrix. The 
distributive property then follows from the distributive property of matrices.

Definition 3.9 (Category of rings, category of idempotented rings)

Let Ring denote the category of rings, where the objects are rings and the morphisms are ring  
homomorphisms. We let Ring⊥ denote the category of idempotented rings. In this case, the  
objects of Ring⊥ are idempotented rings and MorRing⊥((R, I), (S, J)) consists of homomorphisms  
h : R → S such that h(e) ∈ J for all e ∈ I.

Definition 3.10 (Functor)

Suppose C and D are categories. A functor F from C to D (written as F : C → D) consists of the 
following:

• F maps every object X ∈ Ob C to an object F(X) ∈ Ob D and every morphism f : X → Y to a 
morphism F(f) : F(X) → F(Y) ∈ MorD(F(X), F(Y)).

• (Preservation of identity) For any X ∈ Ob C, F(idX) = idF(X) ∈ Ob D.
• (Preservation of composition) Given f ∈ MorC(X, Y) and g ∈ MorC(Y, Z),  

F(g  ∘  f) = F(g) ∘ F(f) ∈ MorD(F(X), F(Z)).

Example 3.11 (Identity functor)

Just as there exists an identity mapping for any set, there exists an identity functor  
idC : C → C for any category C such that idC(X) = X for all X ∈ Ob C and idC(f) = f for all   
f ∈ MorC(X, Y).

Example 3.12 (Double dual functor)

An example of a functor from linear algebra is the double dual functor F : FinVect𝔽 → FinVect𝔽.  
For V ∈ Ob FinVect𝔽, F(V) = V**, and for f ∈ MorFinVect𝔽(V, W), F(f) = f** : V** → W**.  
That is, F maps a vector space to its double dual and a linear map to its double transpose.  
It is straightforward to verify that F is a functor.
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Definition 3.13 (Additive functor)

Suppose C and D are preadditive categories. A functor F : C → D is additive if for all  
X, Y ∈ Ob C, F : MorC(X, Y) → MorD(F(X), F(Y)) has the structure of a group homomorphism 
with respect to addition. That is for any f, g ∈ MorC(X, Y), F(f + g) = F(f) + F(g) ∈ MorD(F(X), F(Y))

Definition 3.14 (Category of small preadditive categories with one object)

Let PreaddCat1 denote the category of small preadditive categories with one object. As the name 
suggests, the objects are small preadditive categories with one object and MorPreaddCat1(C, D) is the 
class of additive functors from C to D.

Definition 3.15 (Category of small preadditive categories with finitely many objects)

Let PreaddCatFin denote the category of small preadditive categories with finitely many objects. 
The objects are small preadditive categories with finitely many objects and MorPreaddCat1(C, D) is 
the class of additive functors from C to D.

Definition 3.16 (Full functor, faithful functor)

Let C and D be categories. Recall that a functor F : C → D gives rise to map FX,Y : MorC(X, Y) → 
MorD(F(X), F(Y)), for all X, Y ∈ Ob C. The functor F is full on morphisms if FX,Y is surjective and 
faithful if FX,Y is injective for all X, Y ∈ Ob C. If F is both full and faithful, it is called fully faithful.

Definition 3.17 (Essentially surjective)

Suppose and C and D are categories. A functor F : C → D is essentially surjective on objects if for 
all Y ∈ Ob D, there exists a X ∈ Ob C such that F(X) ≅ Y.

Definition 3.18 (Natural transformation, natural isomorphism)

Suppose C and D are categories and F, G : C → D functors. A natural transformation η  
from F to G, denoted as η: F ⇒ G, is a mapping from Ob C to Mor D that associates to every  
X ∈ Ob C a morphism ηX ∈ MorD (F(X), G(X)) such that the following diagram commutes for any  
f ∈ MorC(X, Y).

F(X)
ηX ��

F(f )
��

G(X)

G(f )
��

F(Y)
ηY

�� G(Y)

V
ηV ��

f
��

V ∗∗

f∗∗
��

W
ηW �� W ∗∗

H(X)

idH(X)

��

H(ηX ) �� HJH(X)

єH(X)

��

J(Y )

idJ(Y )

��

ηJ(Y ) �� JHJ(Y )

J(єY )

��
J(Y )H(X)

If ηX : F(X) → G(X) is an isomorphism for all X ∈ Ob C, then η is a natural isomorphism.

Example 3.19 (Identity natural transformation)

Let C, D be categories and F : C → D a functor. The identity natural transformation on  
F, idF : F ⇒ F, is the map X ↦ idF(X) ∈ MorD(F(X), F(X)) for all X ∈ ObC.

Example 3.20

Let idFinVect𝔽 : FinVect𝔽 → FinVect𝔽 be the identity functor and recall the double dual functor  
F : FinVect𝔽 → FinVect𝔽 from Example 3.12. We define a natural isomorphism η : idFinVect𝔽 ⇒ F like 
so: for any V ∈ Ob FinVect𝔽 , ηV ∈ MorFinVect𝔽(V, V**), where ηV is the isomorphism defined as  
ηV(v) : V* → 𝔽 for all v ∈ V and where ηV(v)(f) = f(v), for all f ∈ V*. It is then straightforward to check 
that the following diagram commutes for any V, W ∈ Ob FinVect𝔽  and f : V → W.

F(X)
ηX ��

F(f )
��

G(X)

G(f )
��

F(Y)
ηY

�� G(Y)

V
ηV ��

f
��

V ∗∗

f∗∗
��

W
ηW �� W ∗∗

H(X)

idH(X)

��

H(ηX ) �� HJH(X)

єH(X)

��

J(Y )

idJ(Y )

��

ηJ(Y ) �� JHJ(Y )

J(єY )

��
J(Y )H(X)
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Definition 3.21 (Equivalence of categories)

Two categories C and D are equivalent (written C ≃ D) if there exists a pair of functors F : C → D, 
G : D → C and a pair of natural isomorphisms η : idC ⇒ G ∘ F, є : idD ⇒ F ∘ G.

Lemma 3.22 12 Suppose C and D are categories and F : C → D a functor. The functor F yields an equiv-
alence of categories if and only if F is fully faithful on morphisms and essentially surjective on objects.

Example 3.23

Recall the category of matrices Mat(𝔽) from Example 3.8 and the category of finite-dimensional  
vector spaces FinVect𝔽 from Example 3.7. Consider the functor F : Mat(𝔽) → FinVect𝔽 that 
maps any n ∈ Ob Mat(𝔽) to 𝔽 n and any matrix to its corresponding linear map with respect to 
the standard bases. Then for any V ∈ Ob FinVect𝔽 , there exists a n ∈ Ob Mat(𝔽) such that  
dim(𝔽 n) = dim(V) and so F(n) = 𝔽 n ≅ V. Thus F is essentially surjective on objects and fully faithful 
on morphisms by basic results in linear algebra on the correspondences between linear maps and 
matrices, and so Mat(𝔽) ≃ FinVect𝔽.

Definition 3.24 (Adjoint functors)

Let C and D be categories and H : C → D, J : D → C functors. The functor H is left adjoint to J, 
denoted H ⊣ J, if there exist natural transformations η : idC ⇒ J ∘ H and є : H ∘ J ⇒ idD , such that 
the following diagrams commute for any X ∈ ObC and Y ∈ ObD.

F(X)
ηX ��

F(f )
��

G(X)

G(f )
��

F(Y)
ηY

�� G(Y)

V
ηV ��

f
��

V ∗∗

f∗∗
��

W
ηW �� W ∗∗

H(X)

idH(X)

��

H(ηX ) �� HJH(X)

єH(X)

��

J(Y )

idJ(Y )

��

ηJ(Y ) �� JHJ(Y )

J(єY )

��
J(Y )H(X)

The commutative diagrams above are referred to as the triangle identities.
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4. HIGHER CATEGORY THEORY
In this section, we extend some earlier definitions from category theory into higher category 

theory, namely categories and functors. We will show how the earlier examples of the category of 
rings and category of idempotented rings can be enhanced to 2-categories. Lastly, the definition of 
an equivalence of 2-categories is given.

Definition 4.1 (Strict 2-category)

A strict 2-category C is a category where for every X, Y ∈ Ob C, MorC(X, Y) is a category whose  
objects are the morphisms from X to Y together with the axioms below. To avoid confusion, we will 
refer to morphisms between objects of C as 1-morphisms and denote their composition with the  
usual ∘ and morphisms between objects of MorC(X, Y) as 2-morphisms for all X, Y ∈ Ob C. We will write  
α : f ⇒ g to denote that α is a 2-morphism from MorMorC(X, Y)(f, g).

• (Vertical composition) Let f, g, h ∈ Ob MorC(X, Y). Composition in the category MorC(X, Y) 
is called vertical composition and is denoted as ∘v. That is, for 2-morphisms α : f ⇒ g and β : g  
⇒ h, there is a 2-morphism β ∘v α : f ⇒ h. Furthermore, this vertical composition is associative.

• (Horizontal composition) Let f, g ∈ Ob MorC(X, Y), f ,́ g΄ ∈ Ob MorC(Y, Z). There is a map of 
horizontal composition

MorMorC(Y, Z)(f ,́ g΄) × MorMorC(X, Y)(f, g) → MorMorC(X, Z)(f ∘́ f, g ∘́ g), 

and we denote this composition as ∘h. That is, for 2-morphisms α : f ⇒ g and α΄ : f΄⇒ g ,́ there is a 
2-morphism α ∘́h α : f ∘́ f ⇒ g΄ ∘ g. Furthermore, this horizontal composition is associative.

• (Interchange law) Let f, g, h ∈ Ob MorC(X, Y), f ,́ g ,́ h΄ ∈ Ob MorC(Y, Z). Given 2-morphisms 
α : f ⇒ g, β : g ⇒ h, α΄ : f΄ ⇒ g΄ and β΄ : g΄ ⇒ h ,́ (β΄ ∘v α΄) ∘h (β ∘v α) = (β΄ ∘h β) ∘v (α΄ ∘h α).

• (Identity) For any X ∈ Ob C, there exists an identity 1-morphism idX and an identity 2-mor-
phism ididX : idX ⇒ idX. The 2-morphism ididX serves as an identity for both vertical and 
horizontal composition. That is, for any α : idX ⇒ idX, idX ∘v α = α = α ∘v idX. For any 2-mor-
phism β : f ⇒ g where f and g are 1-morphisms in MorC(X, Y), β ∘h ididX = β = ididY ∘h β.

Remark 4.2 A 2-category differs from a strict 2-category in that it does not require the com-
position of 1-morphisms to be associative. Instead, we require that h ∘ (g ∘ f) ≅ (h ∘ g) ∘ f for 
composable 1-morphisms h, g, and f. Throughout this document, we will assume that all  
2-categories are strict and so we will omit the term “strict” and refer to them just as 2-categories.

Example 4.3 (Category of small categories)

The category of small categories is an example of a 2-category and we will simply denote it by Cat. 
As the name suggests, objects of Cat are small categories and the morphisms between these cate-
gories are functors. It is straightforward to verify that Cat is truly a category since the axioms of 
a functor imply the domain, codomain, identity, composition and associativity axioms of a mor-
phism in a category. Then Cat can be enhanced to a 2-category with the 2-morphisms being natural 
transformations.

Proposition 4.4 (Category of small categories)

Recall the category of rings, Ring, whose objects are rings and whose morphisms are homomorphisms. 
Then Ring can be enhanced to a 2-category with 2-morphisms being defined as follows: For rings  
R, S and homomorphisms f : R → S and g : R → S, a 2-morphism α : f ⇒ g is an element α ∈ S such 
that α f(r) = g(r)α for all r ∈ R.
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Proof. 
• (Vertical composition) Let R, S ∈ Ob Ring and f, g, h ∈ MorRing(R, S). Given 2-morphisms  

α : f ⇒ g and β : g ⇒ h, we want to show that there exists the vertical composition β ∘v α such 
that (β ∘v α) f(r) = g(r)(β ∘v α) for all r ∈ R. In this case, vertical composition corresponds to 
the multiplication operation ∙ in S, so we will often abuse notation and omit ∘v. Note that 
associativity of ∘v follows from the associativity of multiplication in a ring. Since α and β are 
2-morphisms, our definition tells us that α f(r) = g(r) α and β g(r) = h(r) β for all r ∈ R.  
Combining these two facts, we get:

α f(r) = g(r)α
⟹ βαf(r) = βg(r)α
⟹ βαf(r) = h(r)βα

So βα is precisely an element of S such that βαf(r) = h(r)βα for all r ∈ R.

• (Horizontal composition) Let R, S, T ∈ Ob Ring, f, g ∈ MorRing(R, S) and f ,́ g΄ ∈ MorRing(S, T). 
Given 2-morphisms α : f ⇒ g and α΄ : f΄ ⇒ g ,́ we define the horizontal composition α΄ ∘h α to 
be the element α΄  f (́α) in T. This leads to the following equalities:

α f(r) = g(r)α
⟹ f (́αf(r)) = f (́g(r)α)

⟹ f (́α)f (́f(r)) = f (́g(r))f (́α)
⟹ α΄ f (́α)f (́f(r)) = α΄ f (́g(r))f (́α)
⟹ α΄ f (́α)f (́f(r)) = g (́g(r))α΄ f (́α)

Given another 2-morphism α˝  : f˝ ⇒ g˝ where f ,̋ g˝ ∈ MorRing(T, U), we have:
 (α˝ ∘h α) ∘h α = (α˝ f˝ (α΄)) ∘h α
 = α˝ f˝ (α΄) f˝ f΄ (α)
 = α˝ (f˝ (α΄ f (́α))
 = α˝ (f˝ (α΄ ∘h α))
 = α˝ ∘h (α΄ ∘h α)
and so horizontal composition is associative.

• (Interchange law) Let R, S, T ∈ Ob Ring with 1-morphisms f, g, h ∈ MorRing(R, S), f ,́ g ,́ h΄ ∈ 
MorRing(S, T). Given 2-morphisms α : f ⇒ g, β : g ⇒ h, α΄ : f΄ ⇒ g΄ and β΄ : g΄ ⇒ h΄ we have the 
following equalities:

(β ά΄)∘h(βα) = β ά΄ f (́βα),
β΄ ∘h β = β ǵ (́β),
α΄ ∘h α = α΄ f (́α).

Then we know that:
 (β΄ ∘h β) ∘v (α΄ ∘h α) = β΄ g (́β) α΄ f (́α)
 = β΄ α΄ f (́β) f (́α)
 = β΄ α΄ f (́βα)
 = (β΄ ∘v α΄) ∘h (β ∘v α)
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• (Identity) Assume that R, S ∈ Ob Ring with 1-morphisms f, g ∈ MorRing(R, S) and idR ∈ 
MorRing(R, R). We claim that the multiplicative ring identity 1R : idR ⇒ idR is an identity for 
both vertical composition from idR to idR and horizontal composition from R to S. Recall 
that vertical composition corresponds to ring multiplication, so for all α : idR ⇒ idR, 1R ∘v α = 
α = α ∘v 1R. Moreover, for all β : f ⇒ g,

β ∘h 1R = β ∘v f(1R) = β = 1S ∘v idS(β) = 1S ∘h β.

Proposition 4.5

Recall the category Ring⊥ whose objects are idempotented rings and whose morphisms are ring ho-
momorphisms that respect the complete multiset of orthogonal idempotents. We claim that Ring⊥ is a 
2-category with 2-morphisms being defined as follows. Let (R, I), (S, J) ∈ Ob Ring⊥ and 1-morphisms  
f, g ∈ MorRing⊥((R, I), (S, J)). A 2-morphism α : f ⇒ g in Ring⊥ is a function α : I → S such that for any 
e in I, α(e) is an element of g(e)Sf(e) ⊆ S and for any r ∈ R and e΄ ∈ I, α(e΄)f(e ŕe) = g(e ŕe)α(e).

Proof. 
• (Vertical composition) Let (R, I), (S, J) ∈ Ob Ring⊥ with 1-morphisms

f, g, h ∈ MorRing⊥((R, I), (S, J)).

Given 2-morphisms α : f ⇒ g and β : g ⇒ h, we define β ∘v α to be the function from I to S such that 
for any e ∈ I, β ∘v α(e) = β(e) ∙ α(e) where ∙ is the usual multiplication in the ring S, which we will 
sometimes omit. Since α(e΄) f(e ŕe) = g(e ŕe)α(e) and β(e΄) g(e ŕe) = h(e ŕe)β(e), the equalities below 
hold.

α(e΄)f(e ŕe) = g(e ŕe)α(e)
⟹β(e΄) α(e΄)f(e ŕe) = β(e΄)g(e ŕe)α(e)
⟹β(e΄) α(e΄)f(e ŕe) = h(e ŕe)β(e)α(e)

So β ∘v α is indeed a 2-morphism from f to h. Furthermore, when given another 2-morphism 
γ : h ⇒ j, where j ∈ MorRing⊥((R, I), (S, J)), vertical composition is associative since
  ((γ ∘v β) ∘v α)(e) = (γ ∘v β)(e)α(e)
 = γ(e) β(e)α(e)
 = γ(e) ∘ (β ∘v α)(e)
 = (γ ∘v (β ∘v α))(e).

• (Horizontal composition) Let (R, I), (S, J), (T, K) ∈ Ob Ring⊥ with f, g, : (R, I) → (S, J) and 
f ,́ g΄ : (S, J) → (T, K). Given 2 morphisms α : f ⇒ g and α΄ : f΄ ⇒ g ,́ we define α΄ ∘h α to be the 
following function from I to T: For any e ∈ I, α΄ ∘h α(e) = α (́g(e)) f (́α(e)). Then we have the 
following equalities:

α(e΄)f(e ŕe) = g(e ŕe)α(e)
⟹f (́α(e΄)f(e ŕe)) = f (́g(e ŕe)α(e))

⟹f (́α(e΄))f (́f(e ŕe)) = f (́g(e ŕe))f (́α(e))
⟹α (́g(e΄)) f (́α(e΄))f (́f(e ŕe)) = α (́g(e΄)) f (́g(e ŕe))f (́α(e))
⟹α (́g(e΄)) f (́α(e΄))f (́f(e ŕe)) = g (́g(e ŕe)) α (́g(e)) f (́α(e))
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and so β ∘h α is indeed a 2-morphism from f΄ ∘ f to g΄ ∘ g. Given another object (U, L) in Ring⊥ with 
1-morphisms f˝ , g˝ ∈ MorRing⊥((T, K), (U, L)) and 2-morphism α˝  : f˝ ⇒ g˝ , we have that for any  
e ∈ I,
 (α˝ ∘h (α΄ ∘h α))(e) = α˝ (g ǵ(e)) f˝ ((α΄ ∘h α)(e))
 = α˝ (g ǵ(e)) f˝ (α (́(g(e)) f (́α(e)))
 = α˝ (g ǵ(e)) f˝ (α (́g(e))) f˝ f(α(e))
 = (α˝ ∘h α (́g(e)) f˝ f(α(e))
 = ((α˝ ∘h α΄) ∘ α)(e)

and so this horizontal composition is associative.
• (Interchange law) Suppose (R, I), (S, J), (T, K) ∈ Ob Ring⊥ with 1-morphisms f, g, h ∈  

MorRing⊥((R, I), (S, J)), f ,́ g ,́ h΄ ∈ MorRing⊥((S, J), (T, K)). Let α : f ⇒ g, β : g ⇒ h, α΄ : f΄ ⇒ g΄ and 
β΄ : g΄ ⇒ h΄ be 2-morphisms. We know that β(e) ∈ h(e)Sg(e) ⊆ S and that g(e) and h(e) are in J. 
Then for any idempotent h(e) ∈ T, there exists an element α (́g(e)) ∈ T such that α (́h(e)) f (́h(e)
sg(e)) = g (́h(e)sg(e))α (́g(e)). If we let that h(e)sg(e) = β(e), we get that α (́h(e)) f (́β(e)) = g (́β(e)) 
α (́g(e)). Thus,

 ((β΄ ∘h β) ∘v (α΄ ∘h α))(e) = (β΄ ∘h β)(e) ∘v (α΄ ∘h α)(e)
 = β (́h(e))g (́β(e)) ∘v α (́g(e))f (́α(e))
 = β (́h(e))g (́β(e)) α (́g(e))f (́α(e))
 = β (́h(e))α (́h(e)) f (́β(e))f (́α(e))
 = (β΄ ∘v α΄)(h(e)) f (́(β ∘v α)(e))
 = ((β΄ ∘v α΄) ∘h (β ∘v α))(e).

• (Identity) Let (R, I) ∈ Ob Ring⊥ with f, g ∈ MorRing⊥((R, I), (S, J)) and idR ∈ MorRing⊥((R, I), 
(R, I)), the identity homomorphism from R to R. We define ididR : idR ⇒ idR to be the inclusion 
map of I into R. Then for any α : idR ⇒ idR and e ∈ I, α(e) = ere ∈ eRe for some r ∈ R, and so

(α ∘v ididR)(e) = α(e) ididR(e)= eree  = ere = eere
       = eα(e)= ididR(e)α(e)= (ididR ∘v α)(e).

Furthermore, let (S, J) ∈ Ob Ring⊥ with f, g ∈ MorRing⊥((R, I), (S, J)) and β : f ⇒ g. For any e ∈ I, β(e) 
= g(e)sf(e) ∈ g(e)Sf(e) for some s ∈ S. Then we have the following:

(β ∘h ididR)(e) = β(idR(e)) f(ididR(e)) = g(e)sf(e)f(e) = g(e)sf(e) = β(e)
  = g(e)g(e)sf(e) = ididS(g(e)) idS(β(e)) = (ididS ∘h β)(e)
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Definition 4.6 (2-functor)

Suppose C and D are 2-categories. A map F : C → D is a 2-functor if it satisfies the following properties:
• F maps every object X ∈ C to an object F(X) ∈ D, every 1-morphism f ∈ MorC(X, Y) to a 

1-morphism F(f) ∈ MorD(F(X), F(Y)) and every 2-morphism α : f ⇒ g to a 2-morphism  
F(α) : F(f) ⇒ F(g).

• (Preservation of identity) For any X ∈ Ob C, F(idX) = idF(X) ∈ MorD(F(X), F(X)). For any 
ididX : idX ⇒ idX, F(ididX) = ididF(X), ididF(X) : idF(X) ⇒ idF(X).

• (Preservation of composition) Given f ∈ MorC(X, Y) and g ∈ MorC(Y, Z), F(g ∘ f) = F(g) ∘ F(f) 
∈ MorD(F(X), F(Z)).

• (Preservation of vertical composition) Given 1-morphisms f, g, h ∈ MorC(X, Y) and 2-mor-
phisms α : f ⇒ g and β : g ⇒ h, F(β ∘v α) = F(β) ∘v F(α) : F(f) ⇒ F(h).

• (Preservation of horizontal composition) Given 1-morphisms f, g ∈ MorC(X, Y), f ,́ g΄ ∈ 
MorC(Y, Z) and 2-morphisms α : f ⇒ g, α΄ : f΄ ⇒ g ,́ F(α΄ ∘h α) = F(α΄) ∘h F(α) : F(f΄) ∘ F(f) ⇒ 
F(g΄) ∘ F(g).

Definition 4.7 (2-natural transformation)

Let C and D be 2-categories with 2-functors F, G : C → D. A 2-natural transformation α from F to 
G denoted as α : F ⇒ G, is a natural transformation that commutes with the action of F and G on 
2-morphisms. That is, for objects X, Y ∈ Ob C with a 1-morphism f ∈ MorC(X, Y), we have a 2-mor-
phism αf : G(f) ∘ ηX ⇒ ηY ∘ F(f) such that the following diagram commutes.

F(X)
ηX ��

F (f)

��

G(X)

G(f)

��

αf

��
F(Y)

 
�� G(Y)ηY 

Definition 4.8 (Equivalence of 2-categories)

Suppose C and D are 2-categories. The categories C and D are equivalent as 2-categories if 
there exist 2-functors F : C → D and G : D → C with 2-natural isomorphisms F ∘ G ≅ idD and  
G ∘ F ≅ idC.

Lemma 4.9 Let C and D be 2-categories and F : C → D a 2-functor. Then F yields an equivalence of 
2-categories if and only if F is essentially surjective on objects and fully faithful on both 1-morphisms 
and 2-morphisms.

Proof. 
The 2-functor F is fully faithful on 1-morphisms and 2-morphisms if, for all X, Y ∈ Ob C, it induces 
an isomorphism of categories MorC(X,Y) → MorD(F(X), F(Y)). Then the statement follows from a 
more general argument concerning ν-encriched categories,13 after taking ν to be the category of 
small categories.
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5. RINGS AND CATEGORIES
Many familiar algebraic structures with an algebraic definition also have a category theoretic one. 
For example, a ring R can be viewed as a preadditive category with one object by defining the ring 
category associated to the ring R to be the category CR such that Ob CR= {*} and Mor CR = R. So the 
object of CR is a formal one and the morphisms of CR are elements of R. We let the composition 
and addition of morphisms be the respective multiplication and addition operation in R. It follows 
that the identity and zero morphism are the multiplicative and additive identities respectively in R.  
Likewise, to any preadditive category C with one object *, we can associate the ring RC = MorC(*, *). 
So the multiplication and addition in the ring is the respective composition and addition in the 
class of morphisms of a category. We complete our definition of RC by letting the additive and mul-
tiplicative identities of the ring be the zero and identity morphisms of MorC(*, *). From a category 
theorist’s point of view, a ring and a preadditive category with one object are the same thing seen 
through two different lenses.

Lemma 5.1 If C is a preadditive category, then for all X ∈ Ob C, MorC(X,X) is a ring.
Proof. 
For any X ∈ Ob C, MorC(X,X) has the structure of an abelian group with respect to addition and 
the definition of a category gives us the associative composition operation with an identity mor-
phism idX. Finally, the axioms of a preadditive category give us the distributive property.

Lemma 5.2 If C and D are preadditive categories and F : C → D an additive functor, then for all  
X ∈ Ob C, FX, X : MorC(X, X) → MorD(F(X), F(X)) is a ring homomorphism.
Proof. 

• (Preserves identity) The map FX, X : MorC(X, X) → MorD(F(X), F(X)) preserves the identity 
morphism which we have taken to be the identity element of our ring. Thus we have that 
F(idX) = idF(X).

• (Preserves products) Recall that we took our multiplication operation to be the composition 
of morphisms. The axioms of a functor gives us that for all f, g ∈ MorC(X, X), we have that 
FX, X(f ∘ g) = FX, X(f) ∘ FX, X(g).

• (Preserves sums) Since F is an additive functor, it acts like a group homomorphism on 
MorC(X, X) with respect to addition. So for f, g ∈ MorC(X, X), FX, X(f + g) = FX, X(f) + FX, X(g).
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Proposition 5.3

Similar to how we can associate every ring with a preadditive category with one object, we can also 
associate an idempotented ring with with a category that preserves the idempotent structure. For 
an idempotented ring (R, I), we can construct a preadditive category C(R, I) where Ob C(R, I) = I and 
MorC(R, I)(ei, ej) = {ejRei = ejrei : r ∈ R}. Composition in the category is just multiplication in the ring 
and so the identity morphism is ei for any ei ∈ Ob C(R, I).
Proof. 

• (Identity) For any ejrei ∈ MorC(R, I) (ei, ej), (ejrei)(ei) = ejreiei = ejrei = ejejrei = (ej)(ejrei).
• (Composition) For any ejrei ∈ MorC(R, I)(ei, ej), eksej ∈ MorC(R, I)(ej, ek), (ekrej)(ejsei) = ekrejejsei = 

ekrejsei ∈ MorC(R, I)(ei, ek).
• (Associativity) Since the morphisms of C(R, I) are just elements in R, associativity of mor-

phisms follows from the associativity of multiplication in R.
• (Abelian group structure) For any ejrei ∈ MorC(R, I)(ei, ej), we have a morphism ejrei + ejsei = 

ej(r + s)ei = ej(s + r)ei = ejsei + ejrei ∈ MorC(R, I)(ei, ej).
• (Left distributive property) For any ejrei, ejsei ∈ MorC(R, I)(ei, ej) and ektej, ekuej ∈ MorC(R, I) 

(ej, ek), we have that:

 (ektej)(ejrei + ejsei) = (ektej)(ej(r + s)ei)
 = (ektej(r + s)ej)
 = (ektejrei) + (ektejsei)
 = (ektejejrei) + (ektejejsei)
 = (ektej)(ejrei) + (ektej)(ejsei)

• (Right distributive property) For any ektej, ekuej ∈ MorC(R, I)(ej, ek) and ejrei ∈ MorC(R, I)(ei, ej),

 (ektej + ekuej)(ejrei) = (ek(t + u)ej)(ejrei)
 = (ek(t + u)ejejrei)
 = (ek(t + u)ejrei)
 = (ektejrei + ekuejrei)
 = (ektejrei) + (ekuejrei)
 = (ektej)(ejrei) + (ekuej)(ejrei)

Remark 5.4 We will denote elements of a direct sum ⊕G∈Γ G of abelian groups by formal sums  
∑G∈Γ gG, where gG ∈ G for all G ∈ Γ. By convention, we omit zero summands. For instance, any 
element g of some G ∈ Γ can be thought of as an element of ⊕G∈Γ G, where all other summands 
are zero.
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Proposition 5.5 Suppose C is a preadditive category with finitely many objects. Let RC = ⊕X, Y ∈ Ob C 
MorC(X, Y) and IC = {idX : X ∈ Ob C}. Then (RC, IC) is an idempotented ring with addition and 
multiplication given by the addition and composition of morphisms.

Proof. 
We let addition and multiplication in RC be the component-wise addition of morphisms in C and 
the composition of morphisms in C respectively. That is:

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y ),


 ∑

Y,Y ′∈Ob C

gY,Y ′


 ·


 ∑

X,X′∈Ob C

fX,X′


 =

∑
X,X′,Y ′∈Ob C

(gX′,Y ′ ◦ fX,X′).

0RC =
∑

X,Y ∈Ob C

0X,Y , 1RC =
∑

X∈Ob C

idX .

• (Commutativity of addition)

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y )

=
∑

X,Y ∈Ob C

(gX,Y + fX,Y ) =
∑

X,Y ∈Ob C

gX,Y +
∑

X,Y ∈Ob C

fX,Y

• (Associativity of addition)


 ∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y


+

∑
X,Y ∈Ob C

hX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y ) +
∑

X,Y ∈Ob C

hX,Y

=
∑

X,Y ∈Ob C

(fX,Y + gX,Y + hX,Y )

=
∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

(gX,Y + hX,Y )

=
∑

X,Y ∈Ob C

fX,Y +


 ∑

X,Y ∈Ob C

gX,Y +
∑

X,Y ∈Ob C

hX,Y




• (Additive identity)

∑
X,Y ∈Ob C

0X,Y +
∑

X,Y ∈Ob C

fX,Y =
∑

X,Y ∈Ob C

(0X,Y + fX,Y ) =
∑

X,Y ∈Ob C

fX,Y

=
∑

X,Y ∈Ob C

(fX,Y + 0X,Y ) =
∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

0X,Y

MorC(X,Y ) has the structure of an abelian group.

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

(−fX,Y ) =
∑

X,Y ∈Ob C

(fX,Y − fX,Y ) =
∑

X,Y ∈Ob C

0X,Y =
∑

X,Y ∈Ob C

(−fX,Y + fX,Y )

=
∑

X,Y ∈Ob C

(−fX,Y ) +
∑

X,Y ∈Ob C

fX,Y

(Note that the resulting sum above is direct over X and Y΄but not over X .́)

We will define the composition of non-composable morphisms to be zero and the respective  
additive and multiplicative identities to be:

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y ),


 ∑

Y,Y ′∈Ob C

gY,Y ′


 ·


 ∑

X,X′∈Ob C

fX,X′


 =

∑
X,X′,Y ′∈Ob C

(gX′,Y ′ ◦ fX,X′).

0RC =
∑

X,Y ∈Ob C

0X,Y , 1RC =
∑

X∈Ob C

idX .

• (Commutativity of addition)

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y )

=
∑

X,Y ∈Ob C

(gX,Y + fX,Y ) =
∑

X,Y ∈Ob C

gX,Y +
∑

X,Y ∈Ob C

fX,Y

• (Associativity of addition)


 ∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y


+

∑
X,Y ∈Ob C

hX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y ) +
∑

X,Y ∈Ob C

hX,Y

=
∑

X,Y ∈Ob C

(fX,Y + gX,Y + hX,Y )

=
∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

(gX,Y + hX,Y )

=
∑

X,Y ∈Ob C

fX,Y +


 ∑

X,Y ∈Ob C

gX,Y +
∑

X,Y ∈Ob C

hX,Y




• (Additive identity)

∑
X,Y ∈Ob C

0X,Y +
∑

X,Y ∈Ob C

fX,Y =
∑

X,Y ∈Ob C

(0X,Y + fX,Y ) =
∑

X,Y ∈Ob C

fX,Y

=
∑

X,Y ∈Ob C

(fX,Y + 0X,Y ) =
∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

0X,Y

MorC(X,Y ) has the structure of an abelian group.

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

(−fX,Y ) =
∑

X,Y ∈Ob C

(fX,Y − fX,Y ) =
∑

X,Y ∈Ob C

0X,Y =
∑

X,Y ∈Ob C

(−fX,Y + fX,Y )

=
∑

X,Y ∈Ob C

(−fX,Y ) +
∑

X,Y ∈Ob C

fX,Y

Note that for any X, Y ∈ Ob C, idX ∙ idX = idX and idX ∙ idY = 0 by our definition of multiplication. 
Thus IC is truly a complete multiset of orthogonal idempotents. We check the remaining axioms of 
an idempotented ring below.

• (Commutativity of addition)

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y ),


 ∑

Y,Y ′∈Ob C

gY,Y ′


 ·


 ∑

X,X′∈Ob C

fX,X′


 =

∑
X,X′,Y ′∈Ob C

(gX′,Y ′ ◦ fX,X′).

0RC =
∑

X,Y ∈Ob C

0X,Y , 1RC =
∑

X∈Ob C

idX .

• (Commutativity of addition)

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y )

=
∑

X,Y ∈Ob C

(gX,Y + fX,Y ) =
∑

X,Y ∈Ob C

gX,Y +
∑

X,Y ∈Ob C

fX,Y

• (Associativity of addition)


 ∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y


+

∑
X,Y ∈Ob C

hX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y ) +
∑

X,Y ∈Ob C

hX,Y

=
∑

X,Y ∈Ob C

(fX,Y + gX,Y + hX,Y )

=
∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

(gX,Y + hX,Y )

=
∑

X,Y ∈Ob C

fX,Y +


 ∑

X,Y ∈Ob C

gX,Y +
∑

X,Y ∈Ob C

hX,Y




• (Additive identity)

∑
X,Y ∈Ob C

0X,Y +
∑

X,Y ∈Ob C

fX,Y =
∑

X,Y ∈Ob C

(0X,Y + fX,Y ) =
∑

X,Y ∈Ob C

fX,Y

=
∑

X,Y ∈Ob C

(fX,Y + 0X,Y ) =
∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

0X,Y

MorC(X,Y ) has the structure of an abelian group.

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

(−fX,Y ) =
∑

X,Y ∈Ob C

(fX,Y − fX,Y ) =
∑

X,Y ∈Ob C

0X,Y =
∑

X,Y ∈Ob C

(−fX,Y + fX,Y )

=
∑

X,Y ∈Ob C

(−fX,Y ) +
∑

X,Y ∈Ob C

fX,Y

• (Associativity of addition)

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y ),


 ∑

Y,Y ′∈Ob C

gY,Y ′


 ·


 ∑

X,X′∈Ob C

fX,X′


 =

∑
X,X′,Y ′∈Ob C

(gX′,Y ′ ◦ fX,X′).

0RC =
∑

X,Y ∈Ob C

0X,Y , 1RC =
∑

X∈Ob C

idX .

• (Commutativity of addition)

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y )

=
∑

X,Y ∈Ob C

(gX,Y + fX,Y ) =
∑

X,Y ∈Ob C

gX,Y +
∑

X,Y ∈Ob C

fX,Y

• (Associativity of addition)


 ∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y


+

∑
X,Y ∈Ob C

hX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y ) +
∑

X,Y ∈Ob C

hX,Y

=
∑

X,Y ∈Ob C

(fX,Y + gX,Y + hX,Y )

=
∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

(gX,Y + hX,Y )

=
∑

X,Y ∈Ob C

fX,Y +


 ∑

X,Y ∈Ob C

gX,Y +
∑

X,Y ∈Ob C

hX,Y




• (Additive identity)

∑
X,Y ∈Ob C

0X,Y +
∑

X,Y ∈Ob C

fX,Y =
∑

X,Y ∈Ob C

(0X,Y + fX,Y ) =
∑

X,Y ∈Ob C

fX,Y

=
∑

X,Y ∈Ob C

(fX,Y + 0X,Y ) =
∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

0X,Y

MorC(X,Y ) has the structure of an abelian group.

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

(−fX,Y ) =
∑

X,Y ∈Ob C

(fX,Y − fX,Y ) =
∑

X,Y ∈Ob C

0X,Y =
∑

X,Y ∈Ob C

(−fX,Y + fX,Y )

=
∑

X,Y ∈Ob C

(−fX,Y ) +
∑

X,Y ∈Ob C

fX,Y
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• (Additive identity)
 

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y ),


 ∑

Y,Y ′∈Ob C

gY,Y ′


 ·


 ∑

X,X′∈Ob C

fX,X′


 =

∑
X,X′,Y ′∈Ob C

(gX′,Y ′ ◦ fX,X′).

0RC =
∑

X,Y ∈Ob C

0X,Y , 1RC =
∑

X∈Ob C

idX .

• (Commutativity of addition)

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y )

=
∑

X,Y ∈Ob C

(gX,Y + fX,Y ) =
∑

X,Y ∈Ob C

gX,Y +
∑

X,Y ∈Ob C

fX,Y

• (Associativity of addition)


 ∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y


+

∑
X,Y ∈Ob C

hX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y ) +
∑

X,Y ∈Ob C

hX,Y

=
∑

X,Y ∈Ob C

(fX,Y + gX,Y + hX,Y )

=
∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

(gX,Y + hX,Y )

=
∑

X,Y ∈Ob C

fX,Y +


 ∑

X,Y ∈Ob C

gX,Y +
∑

X,Y ∈Ob C

hX,Y




• (Additive identity)

∑
X,Y ∈Ob C

0X,Y +
∑

X,Y ∈Ob C

fX,Y =
∑

X,Y ∈Ob C

(0X,Y + fX,Y ) =
∑

X,Y ∈Ob C

fX,Y

=
∑

X,Y ∈Ob C

(fX,Y + 0X,Y ) =
∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

0X,Y

MorC(X,Y ) has the structure of an abelian group.

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

(−fX,Y ) =
∑

X,Y ∈Ob C

(fX,Y − fX,Y ) =
∑

X,Y ∈Ob C

0X,Y =
∑

X,Y ∈Ob C

(−fX,Y + fX,Y )

=
∑

X,Y ∈Ob C

(−fX,Y ) +
∑

X,Y ∈Ob C

fX,Y

• (Additive inverses) The existence of additive inverses follows from the fact that for all  
X, Y ∈ Ob C, MorC(X, Y) has the structure of an abelian group.

 

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y ),


 ∑

Y,Y ′∈Ob C

gY,Y ′


 ·


 ∑

X,X′∈Ob C

fX,X′


 =

∑
X,X′,Y ′∈Ob C

(gX′,Y ′ ◦ fX,X′).

0RC =
∑

X,Y ∈Ob C

0X,Y , 1RC =
∑

X∈Ob C

idX .

• (Commutativity of addition)

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y )

=
∑

X,Y ∈Ob C

(gX,Y + fX,Y ) =
∑

X,Y ∈Ob C

gX,Y +
∑

X,Y ∈Ob C

fX,Y

• (Associativity of addition)


 ∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

gX,Y


+

∑
X,Y ∈Ob C

hX,Y =
∑

X,Y ∈Ob C

(fX,Y + gX,Y ) +
∑

X,Y ∈Ob C

hX,Y

=
∑

X,Y ∈Ob C

(fX,Y + gX,Y + hX,Y )

=
∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

(gX,Y + hX,Y )

=
∑

X,Y ∈Ob C

fX,Y +


 ∑

X,Y ∈Ob C

gX,Y +
∑

X,Y ∈Ob C

hX,Y




• (Additive identity)

∑
X,Y ∈Ob C

0X,Y +
∑

X,Y ∈Ob C

fX,Y =
∑

X,Y ∈Ob C

(0X,Y + fX,Y ) =
∑

X,Y ∈Ob C

fX,Y

=
∑

X,Y ∈Ob C

(fX,Y + 0X,Y ) =
∑

X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

0X,Y

MorC(X,Y ) has the structure of an abelian group.

∑
X,Y ∈Ob C

fX,Y +
∑

X,Y ∈Ob C

(−fX,Y ) =
∑

X,Y ∈Ob C

(fX,Y − fX,Y ) =
∑

X,Y ∈Ob C

0X,Y =
∑

X,Y ∈Ob C

(−fX,Y + fX,Y )

=
∑

X,Y ∈Ob C

(−fX,Y ) +
∑

X,Y ∈Ob C

fX,Y

• (Associativity of multiplication)
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• (Associativity of multiplication)



 ∑

Z,Z′∈Ob C

hZ,Z′


 ·


 ∑

Y,Y ′∈Ob C

gY,Y ′




 ·


 ∑

X,X′∈Ob C

fX,X′




=


 ∑

Y,Y ′,Z,Z′∈Ob C

(hZ,Z′ ◦ gY,Y ′)


 ·


 ∑

X,X′∈Ob C

fX,X′




=


 ∑

Y,Y ′,Z′∈Ob C

(hY ′,Z′ ◦ gY,Y ′)


 ·


 ∑

X,X′∈Ob C

fX,X′




=


 ∑

X,X′,Y,Y ′,F∈Ob C

(hY ′,Z′ ◦ gY,Y ′ ◦ fX,X′)




=


 ∑

X,Y ′,Y,Z′∈Ob C

(hY ′,Z′ ◦ gY,Y ′ ◦ fX,Y )




=


 ∑

Y ′,Z′∈Ob C

hY ′,Z′


 ·


 ∑

X,Y,Y ′∈Ob C

(gY,Y ′ ◦ fX,Y )




=


 ∑

Y ′,Z′∈Ob C

hY ′,Z′


 ·




 ∑

Y,Y ′∈Ob C

gY,Y ′


 ·


 ∑

X,Y ∈Ob C

fX,Y






=


 ∑

Z,Z′∈Ob C

hZ,Z′


 ·




 ∑

Y,Y ′∈Ob C

gY,Y ′


 ·


 ∑

X,X′∈Ob C

fX,X′






• (Multiplicative identity)

( ∑
X∈Ob C

idX

)
·


 ∑

Y,Z∈Ob C

fY,Z


 =

∑
X,Y,Z∈Ob C

(idX ◦ fY,Z)

=
∑

Y,Z∈Ob C

(idZ ◦ fY,Z)

=
∑

Y,Z∈Ob C

fY,Z

=
∑

Y,Z∈Ob C

(fY,Z ◦ idY )

=
∑

X,Y,Z∈Ob C

(fY,Z ◦ idX)

=


 ∑

Y,Z∈Ob C

fY,Z


 ◦

( ∑
X∈Ob C

idX

)

• (Left distributive property)

 ∑

Y,Y ′∈Ob C

hY,Y ′


 ·




 ∑

X,X′∈Ob C

gX,X′


+


 ∑

X,X′∈Ob C

fX,X′






=


 ∑

Y,Y ′∈Ob C

hY,Y ′


 ·


 ∑

X,X′∈Ob C

(gX,X′ + fX,X′)
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• (Multiplicative identity)
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• (Associativity of multiplication)



 ∑

Z,Z′∈Ob C

hZ,Z′


 ·


 ∑

Y,Y ′∈Ob C

gY,Y ′




 ·


 ∑

X,X′∈Ob C

fX,X′




=


 ∑

Y,Y ′,Z,Z′∈Ob C

(hZ,Z′ ◦ gY,Y ′)


 ·


 ∑

X,X′∈Ob C

fX,X′




=


 ∑

Y,Y ′,Z′∈Ob C

(hY ′,Z′ ◦ gY,Y ′)


 ·


 ∑

X,X′∈Ob C

fX,X′




=


 ∑

X,X′,Y,Y ′,F∈Ob C

(hY ′,Z′ ◦ gY,Y ′ ◦ fX,X′)




=


 ∑

X,Y ′,Y,Z′∈Ob C

(hY ′,Z′ ◦ gY,Y ′ ◦ fX,Y )




=


 ∑

Y ′,Z′∈Ob C

hY ′,Z′


 ·


 ∑

X,Y,Y ′∈Ob C

(gY,Y ′ ◦ fX,Y )




=


 ∑

Y ′,Z′∈Ob C

hY ′,Z′


 ·




 ∑

Y,Y ′∈Ob C

gY,Y ′


 ·


 ∑

X,Y ∈Ob C

fX,Y






=


 ∑

Z,Z′∈Ob C

hZ,Z′


 ·




 ∑

Y,Y ′∈Ob C

gY,Y ′


 ·


 ∑

X,X′∈Ob C

fX,X′






• (Multiplicative identity)

( ∑
X∈Ob C

idX

)
·


 ∑

Y,Z∈Ob C

fY,Z


 =

∑
X,Y,Z∈Ob C

(idX ◦ fY,Z)

=
∑

Y,Z∈Ob C

(idZ ◦ fY,Z)

=
∑

Y,Z∈Ob C

fY,Z

=
∑

Y,Z∈Ob C

(fY,Z ◦ idY )

=
∑

X,Y,Z∈Ob C

(fY,Z ◦ idX)

=


 ∑

Y,Z∈Ob C

fY,Z


 ◦

( ∑
X∈Ob C

idX

)

• (Left distributive property)

 ∑

Y,Y ′∈Ob C

hY,Y ′


 ·




 ∑

X,X′∈Ob C

gX,X′


+


 ∑

X,X′∈Ob C

fX,X′






=


 ∑

Y,Y ′∈Ob C

hY,Y ′


 ·


 ∑

X,X′∈Ob C

(gX,X′ + fX,X′)




• (Left distributive property)
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=


 ∑

X,X′,Y,Y ′∈Ob C

hY,Y ′ ◦ (gX,X′ + fX,X′)




=


 ∑

X,X′,Y,Y ′∈Ob C

(hY,Y ′ ◦ gX,X′) + (hY,Y ′ ◦ fX,X′)




=


 ∑

X,X′,Y ′∈Ob C

(hX′,Y ′ ◦ gX,X′) + (hX′,Y ′ ◦ fX,X′)




=


 ∑

X,X′,Y ′∈Ob C

(hX′,Y ′ ◦ gX,X′)


+


 ∑

X,X′,Y ′∈Ob C

(hX′,Y ′ ◦ fX,X′)




=


∑

Y,Y ′

hY,Y ′


 ·


 ∑

X,X′∈Ob C

gX,X′


+


 ∑

Y,Y ′∈Ob C

hY,Y ′


 ·


 ∑

X,X′∈Ob C

fX,X′




• (Right distributive property)

 ∑

X,X′∈Ob C

gX,X′ +
∑

X,X′∈Ob C

fX,X′


 ·

∑
Y,Y ′∈Ob C

hY,Y ′

=


 ∑

X,X′∈Ob C

(gX,X′ + fX,X′)


 ·

∑
Y,Y ′∈Ob C

hY,Y ′

=


 ∑

X,X′,Y,Y ′∈Ob C

(gX,X′ + fX,X′) ◦ hY,Y ′




=


 ∑

X,X′,Y,Y ′∈Ob C

gX,X′ ◦ hY,Y ′ + fX,X′ ◦ hY,Y ′




=


 ∑

X,X′Y ∈Ob C

gX,X′ ◦ hY,X + fX,X′ ◦ hY,X




=


 ∑

X,X′,Y ∈Ob C

gX,X′ ◦ hY,X


+


 ∑

X,X′,Y ∈Ob C

fX,X′ ◦ hY,X




=


 ∑

X,X′∈Ob C

gX,X′


 ·


 ∑

Y,Y ′∈Ob C

hY,Y ′


+


 ∑

X,X′∈Ob C

fX,X′


 ·


 ∑

Y,Y ′∈Ob C

hY,Y ′




It is straightforward to verify that 1RC is the sum of all elements in IC . �

6. Equivalences

In this section, we prove an equivalence of categories between the category of rings and the category
of small preadditive categories with one object starting with Proposition 6.1 and between the category
of idempotented rings and the category of small preadditive categories with finitely many objects under
Proposition 6.4.

Proposition 6.1. The category Ring is equivalent to the category PreaddCat1.

Proof. We define a functor G : PreaddCat1 → Ring as follows:

G(C) = RC ∈ ObRing for all C ∈ ObPreaddCat1,

CATEGORY THEORETIC INTERPRETATION OF RINGS 13

• (Associativity of multiplication)



 ∑

Z,Z′∈Ob C

hZ,Z′


 ·


 ∑

Y,Y ′∈Ob C

gY,Y ′




 ·


 ∑

X,X′∈Ob C

fX,X′




=


 ∑

Y,Y ′,Z,Z′∈Ob C

(hZ,Z′ ◦ gY,Y ′)


 ·


 ∑

X,X′∈Ob C

fX,X′




=


 ∑

Y,Y ′,Z′∈Ob C

(hY ′,Z′ ◦ gY,Y ′)


 ·


 ∑

X,X′∈Ob C

fX,X′




=


 ∑

X,X′,Y,Y ′,F∈Ob C

(hY ′,Z′ ◦ gY,Y ′ ◦ fX,X′)




=


 ∑

X,Y ′,Y,Z′∈Ob C

(hY ′,Z′ ◦ gY,Y ′ ◦ fX,Y )




=


 ∑

Y ′,Z′∈Ob C

hY ′,Z′


 ·


 ∑

X,Y,Y ′∈Ob C

(gY,Y ′ ◦ fX,Y )




=


 ∑

Y ′,Z′∈Ob C

hY ′,Z′


 ·




 ∑

Y,Y ′∈Ob C

gY,Y ′


 ·


 ∑

X,Y ∈Ob C

fX,Y






=


 ∑

Z,Z′∈Ob C

hZ,Z′


 ·




 ∑

Y,Y ′∈Ob C

gY,Y ′


 ·


 ∑

X,X′∈Ob C

fX,X′






• (Multiplicative identity)

( ∑
X∈Ob C

idX

)
·


 ∑

Y,Z∈Ob C

fY,Z


 =

∑
X,Y,Z∈Ob C

(idX ◦ fY,Z)

=
∑

Y,Z∈Ob C

(idZ ◦ fY,Z)

=
∑

Y,Z∈Ob C

fY,Z

=
∑

Y,Z∈Ob C

(fY,Z ◦ idY )

=
∑

X,Y,Z∈Ob C

(fY,Z ◦ idX)

=


 ∑

Y,Z∈Ob C

fY,Z


 ◦

( ∑
X∈Ob C

idX

)

• (Left distributive property)

 ∑

Y,Y ′∈Ob C

hY,Y ′


 ·




 ∑

X,X′∈Ob C

gX,X′


+


 ∑

X,X′∈Ob C

fX,X′






=


 ∑

Y,Y ′∈Ob C

hY,Y ′


 ·


 ∑

X,X′∈Ob C

(gX,X′ + fX,X′)






 Volume 12 | Issue 4 | November 2015  23

American Journal of Undergraduate Research www.ajuronline.org

• (Right distributive property)
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=


 ∑

X,X′,Y,Y ′∈Ob C

hY,Y ′ ◦ (gX,X′ + fX,X′)




=


 ∑

X,X′,Y,Y ′∈Ob C

(hY,Y ′ ◦ gX,X′) + (hY,Y ′ ◦ fX,X′)




=


 ∑

X,X′,Y ′∈Ob C

(hX′,Y ′ ◦ gX,X′) + (hX′,Y ′ ◦ fX,X′)




=


 ∑

X,X′,Y ′∈Ob C

(hX′,Y ′ ◦ gX,X′)


+


 ∑

X,X′,Y ′∈Ob C

(hX′,Y ′ ◦ fX,X′)




=


∑

Y,Y ′

hY,Y ′


 ·


 ∑

X,X′∈Ob C

gX,X′


+


 ∑

Y,Y ′∈Ob C

hY,Y ′


 ·


 ∑

X,X′∈Ob C

fX,X′




• (Right distributive property)

 ∑

X,X′∈Ob C

gX,X′ +
∑

X,X′∈Ob C

fX,X′


 ·

∑
Y,Y ′∈Ob C

hY,Y ′

=


 ∑

X,X′∈Ob C

(gX,X′ + fX,X′)


 ·

∑
Y,Y ′∈Ob C

hY,Y ′

=


 ∑

X,X′,Y,Y ′∈Ob C

(gX,X′ + fX,X′) ◦ hY,Y ′




=


 ∑

X,X′,Y,Y ′∈Ob C

gX,X′ ◦ hY,Y ′ + fX,X′ ◦ hY,Y ′




=


 ∑

X,X′Y ∈Ob C

gX,X′ ◦ hY,X + fX,X′ ◦ hY,X




=


 ∑

X,X′,Y ∈Ob C

gX,X′ ◦ hY,X


+


 ∑

X,X′,Y ∈Ob C

fX,X′ ◦ hY,X




=


 ∑

X,X′∈Ob C

gX,X′


 ·


 ∑

Y,Y ′∈Ob C

hY,Y ′


+


 ∑

X,X′∈Ob C

fX,X′


 ·


 ∑

Y,Y ′∈Ob C

hY,Y ′




It is straightforward to verify that 1RC is the sum of all elements in IC . �

6. Equivalences

In this section, we prove an equivalence of categories between the category of rings and the category
of small preadditive categories with one object starting with Proposition 6.1 and between the category
of idempotented rings and the category of small preadditive categories with finitely many objects under
Proposition 6.4.

Proposition 6.1. The category Ring is equivalent to the category PreaddCat1.

Proof. We define a functor G : PreaddCat1 → Ring as follows:

G(C) = RC ∈ ObRing for all C ∈ ObPreaddCat1,

It is straightforward to verify that 1RC is the sum of all elements in IC.
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6. EQUIVALENCES
In this section, we prove an equivalence of categories between the category of rings and the  
category of small preadditive categories with one object starting with Proposition 6.1 and between 
the category of idempotented rings and the category of small preadditive categories with finitely 
many objects under Proposition 6.4.

Proposition 6.1  The category Ring is equivalent to the category PreaddCat1.

Proof. 
We define a functor G : PreaddCat1 → Ring as follows:

G(C) = RC ∈ Ob Ring    for all C ∈ Ob PreaddCat1,
G(H)(r) = (H)(r) ∈ MorD(*,*)    for all r ∈ MorC(*,*) and H ∈ MorPreaddCat1(C,D).

That is, G maps a preadditive category to its corresponding ring. Let H ∈ MorPreaddCat1(C, D), an 
additive functor between preadditive categories C and D containing one object. By Lemma 5.2, any 
H ∈ MorPreaddCat1(C, D) is a ring homomorphism. So we define G(H) to be this ring homomor-
phism. Then G(H) ∈ MorRing(G(C), G(D)) = MorRing(RC, RD) = MorRing(MorC(*,*), MorD(*,*)). It 
is straightforward to verify that G ∘ F = idRing and that G is a functor.

• (Preserves identity morphisms) Let C ∈ Ob PreaddCat1. Then for all r ∈ MorC(*,*),  
G(idC)(r) = idC(r) = r, and so G(idC) is the identity ring homomorphism from RC to RC.

• (Preserves composition) Let C, D, E ∈ Ob PreaddCat1 with additive functors H : C → D and 
H΄ : D → E. Then for all r ∈ R, G(H΄ ∘ H)(r) = H΄ ∘ H(r) = G(H΄) ∘ G(H)(r) ∈ MorE(*,*). 
We claim that G yields an equivalence of Ring and PreaddCat1.

• (Full) Let R, S ∈ Ob Ring and h ∈ MorRing(R, S). Define categories CR, CS ∈ Ob PreaddCat1 
where Ob CR = {*}, MorCR(*,*) = R and Ob CS = {*}, MorCS(*,*) = S. Next we construct a functor 
H : CR → CS that maps the singleton object * ∈ Ob CR to * ∈ Ob CS. Then for any  
r ∈ MorCR(*,*), H(r) = h(r) ∈ MorCS(*,*). Thus, G(H) = h.

• (Faithful) Let H, J ∈ MorPreaddCat1(C, D), be such that G(H) = G(J). Since Ob C and Ob D 
consist of only one object *, H and J must map them to each other, so H and J are the same on 
objects. Furthermore we have that:

   
G(H) = G(J)

⟹G(H)(r) = G(J)(r)   for all  r ∈ R
⟹H(r) = J(r)   for all  r ∈ R

⟹H = J
   

• (Essentially surjective) For all R ∈ Ob Ring, we construct the category CR ∈ PreaddCat1 
where Ob CR = {*} and MorCR(*, *) = R. So G(CR) = R and clearly R ≅ R.
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The following proposition shows that the categories Ring and PreaddCat1 are equivalent not only 
as 1-categories, but also as 2-categories.

Proposition 6.2  The 2-category Ring is equivalent to the 2-category PreaddCat1 as 2-categories.

Proof. 
From Proposition 6.1, we defined the fully faithful and essentially surjective functor G : PreaddCat1 
→ Ring to show that Ring ≃ PreaddCat1 as 1-categories. To prove their equivalence as 2-catego-
ries, we will extend this functor G : PreaddCat1 → Ring to a 2-functor by defining its behaviour 
on 2-morphisms. Let C, D ∈ Ob PreaddCat1 , H, J ∈ MorPreaddCat1(C,D). Then for any α : H ⇒ J,
 

G(α) : G(H) ⇒ G(J)    G(α) = α* ∈ RD = MorD(*, *).

The functor G is an extension of the 1-functor mentioned in Proposition 6.1 so it has been proven that 
it preserves identity 1-morphisms and the composition of 1-morphisms. We will verify that G is a 
2-functor by the following:

• (Preserves vertical composition) For C and D in Ob PreaddCat1, H, J, K : C → D, α : H ⇒ J 
and β : J ⇒ K, we have that G(β ∘v α) = (β ∘v α)* = β * ∘v α * = G(β) ∘v G(α) : G(H) ⇒ G(K).

• (Preserves horizontal composition) For C, D, E ∈ Ob PreaddCat1, H, J : C → D, H ,́ J΄ : D → E,  
α : H ⇒ J and α΄ : H΄ ⇒ J ,́ we have that G(α΄ ∘h α) = (α΄ ∘h α)* = α *́ ∘v G(J΄)(α*) = G(α΄) ∘h G(α) : 
G(H΄ ∘ H) ⇒ G(J΄ ∘ J).

• (Preserves identity 2-morphisms) For C ∈ Ob PreaddCat1, idC : C → C and ididC : idC ⇒ idC, 
we have G(ididC) = ididC*

 = id* : ididCR
 ⇒ ididCR

.

We claim that G yields an equivalence of Ring and PreaddCat1 as 2-categories. We know  
that G is essentially surjective on objects and fully faithful on 1-morphisms from the proof that 
Ring ≃ PreaddCat1 as 1-categories from Proposition 6.1, so we just need to show that G is fully  
faithful on 2-morphisms.

• (Faithful on 2-morphisms) Let C, D ∈ Ob PreaddCat1, H, J ∈ MorPreaddCat1(C, D) and  
α, β : H ⇒ J. If we assume that G(α) = G(β), then we have that α* = β*. This implies that  
α = β since Ob C contains only one object * and both natural transformations assign the  
same morphism to this object.

• (Full on 2-morphisms) Let R, S ∈ Ob Ring, f, h ∈ MorRing(R, S) and α : f ⇒ g. We define  
objects CR and CS ∈ Ob PreaddCat1 where Ob CR = {*}, MorCR(*, *) = R and Ob CS = {*}, 
MorCS(*, *). Thus α is a morphism in MorCS(*, *). Since G is fully faithful on 1-morphisms, 
there exist functors F, H : CR → CS such that G(F) = f and G(H) = h. Then let η : F ⇒ H be the 
natural transformation that associates to * ∈ Ob CR the morphism α in MorCS(*, *). This then 
gives us that G(η) = η* = α : f ⇒ h.
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The following proposition explains the ring-theoretic analogue of adjoint functors, under the  
correspondences given above.

Proposition 6.3  For C, D ∈ Ob PreaddCat1 H ∈ MorPreaddCat1(C, D) and J ∈ MorPreaddCat1(D, C),  
let G(C) = R, G(D) = S, G(H) = h ∈ MorRing(R, S), G(J) = j ∈ MorRing(S, R). Then H is left adjoint 
to J if and only if there exist 2-morphisms η : idR ⇒ j ∘ h and є : h ∘ j ⇒ idS in Ring such that the 
maps ϕ : r ↦ єh(r) and ψ : s ↦ j(s)η are mutually inverse bijections of sets.

Proof.  ⟹ Assume that H ⊣ J. By the definition of adjointness, there exist natural transforma-
tions η : idC ⇒ J ∘ H and є : H ∘ J ⇒ idD such that єH(*)H(η*) = idJ(*) and J(є*)η* = idH(*). Under the 
correspondences given in Proposition 6.2, the natural transformations η and є correspond to 2-mor-
phisms in Ring such that the following equations hold: 

ηr = jh(r)η,       for all r ∈ R,
  єhj(s) = sє,      for all s ∈ S.

Furthermore, since H ⊣ J, we have that єh(η) = 1S and j(є)η = 1R in Ring. Then, for any r ∈ R, we have
ψ (ϕ (r)) = ψ (єh(r)) = j(єh(r))η = j(є)(jh(r))η = j(є)ηr = r,

and for any s ∈ S,
ϕ (ψ (s)) = ϕ(j(s)η) = єh(j(s)η) = є (hj(s))h(η) = sєh(η) = s.

So ϕ and ψ are mutually inverse bijections of sets.
⟸  Assume that η : idR ⇒ j ∘ h and є : h ∘ j ⇒ idS are 2-morphisms in Ring and that ϕ : r ↦ єh(r) 
and ψ : s ↦ j(s)η are mutually inverse bijections of sets. By the definition of a 2-morphism in Ring, 
for any r ∈ R, we have that ηr = jh(r)η. Likewise, for any s ∈ S, єhj(s) = sє. Since ψ is the left-inverse 
of ϕ, ψ(ϕ(r)) = idR(r) for all r ∈ R. Taking r = 1R, we get that

ψ(ϕ(1R)) = idR(1R) ⟹ j(єh(1R))η = 1R ⟹ j(є) j ∘ h(1R)η = 1R ⟹ j(є)η = 1R.

Similarly, since ϕ is the left-inverse of ψ, ϕ(ψ(s)) = idS(s) for all s ∈ S. Taking s = 1S, we get that

ϕ(ψ(1S)) = idS(1S) ⟹ єh(j(1S)η) = 1S ⟹ єh ∘ j(1S) h(η) = 1S ⟹єh(η) = 1S.

We can interpret R and S respectively as categories C and D with a formal object whose morphisms 
are the rings themselves. Then the ring homomorphisms j and h correspond to functors J : C → D 
and H : D → C. Similarly, the 2-morphisms є and η in Ring coincide with natural transformations  
є : H ∘ J ⇒ idD and η : idC → J ∘ H in PreaddCat1. Thus the equations j(є)η = 1R and єh(η) = 1S im-
plies that єH(*)H(η*) = idJ(*) and J(є*)η* = idH(*) and so H is left adjoint to J.

Proposition 6.4  The category Ring⊥ is equivalent to the category PreaddCatFin.

Proof. 
We define an additive functor G: PreaddCatFin → Ring⊥ as follows:

16 EDWARD POON

• (Full on 2-morphisms) Let R,S ∈ ObRing, f, h ∈ MorRing(R,S) and α : f ⇒ g. We define objects CR
and CS ∈ ObPreaddCat1 where Ob CR = {∗},MorCR

(∗, ∗) = R and Ob CS = {∗},MorCS
(∗, ∗). Thus α is

a morphism in MorCS
(∗, ∗). Since G is fully faithful on 1-morphisms, there exist functors F,H : CR → CS

such that G(F ) = f and G(H) = h. Then let η : F → H be the natural transformation that associates to
∗ ∈ Ob CR the morphism α in MorCS

(∗, ∗). This then gives us that G(η) = η∗ = α : f ⇒ h.
�

The following proposition explains the analogue for rings of the notion of adjoint functors, under the
correspondences given above.

Proposition 6.3. For C,D ∈ ObPreaddCat1, H ∈ MorPreaddCat1(C,D) and J ∈ MorPreaddCat1(D, C), let
G(C) = R, G(D) = S, G(H) = h ∈ MorRing(R,S), G(J) = j ∈ MorRing(S,R). Then H is left adjoint to
J if and only if there exist 2-morphisms η : idR ⇒ j ◦ h and ε : h ◦ j ⇒ idS in Ring such that the maps
φ : r �→ εh(r) and ψ : s �→ j(s)η are mutually inverse bijections of sets.

Proof. =⇒ Assume that H � J . By the definition of adjointness, there exist natural transformations
η : idC ⇒ J ◦H and ε : H ◦ J ⇒ idD such that εH(η∗) = idJ(∗) and J(ε∗)η∗ = idH(∗). Under the correspon-
dences given in Proposition 6.2, the natural transformations η and ε correspond to 2-morphisms in Ring
such that the following equations hold:

ηr = jh(r)η, for all r ∈ R,

εhj(s) = sε, for all s ∈ S.

Furthermore, since H � J , we have that εh(η) = 1S and j(ε)η = 1R in Ring. Then, for any r ∈ R, we have

ψ(φ(r)) = ψ(εh(r)) = j(εh(r))η = j(ε)(jh(r))η = j(ε)ηr = r,

and for any s ∈ S,

φ(ψ(s)) = φ(j(s)η) = εh(j(s)η) = ε(hj(s))h(η) = sεh(η) = s.

So φ and ψ are mutually inverse bijections of sets.
⇐= Assume that η : idR ⇒ j ◦ h and ε : h ◦ j ⇒ idS are 2-morphisms in Ring and that φ : r �→ εh(r)

and ψ : s �→ j(s)η are mutually inverse bijections of sets. By the definition of a 2-morphism in Ring, for any
r ∈ R, we have that ηr = jh(r)η. Likewise, for any s ∈ S, εhj(s) = sε. Since ψ is the left-inverse of φ,
ψ(φ(r)) = idR(r) for all r ∈ R. Taking r = 1R, we get that

ψ(φ(1R)) = idR(1R) =⇒ j(εh(1R))η = 1R =⇒ j(ε)j ◦ h(1R)η = 1R =⇒ j(ε)η = 1R.

Similarly, since φ is the left-inverse of ψ, φ(ψ(s)) = idS(s) for all s ∈ S. Taking s = 1S , we get that

φ(ψ(1S)) = idS(1S) =⇒ εh(j(1S)η) = 1S =⇒ εh ◦ j(1S)h(η) = 1S =⇒ εh(η) = 1S .

We can interpret R and S respectively as categories C and D with a formal object whose morphisms are the
rings themselves. Then the ring homomorphisms j and h correspond to functors J : C → D and H : D → C.
Similarly, the 2-morhpsism ε and η in Ring coincide with natural transformations ε : H ◦ J ⇒ idD and
η : idC → J ◦H in PreaddCat1. Thus the equations j(ε)η = 1R and εh(η) = 1S implies that εH(η∗) = idJ(∗)
and J(ε∗)η∗ = idH(∗) and so H is left adjoint to J . �

Proposition 6.4. The category Ring⊥ is equivalent to the category PreaddCatFin.

Proof. We define an additive functor G : PreaddCatFin → Ring⊥ as follows:

G(C) = (RC , IC) ∈ ObRing⊥ for all C ∈ ObPreaddCatFin,

G(H)


 ∑

X,Y ∈Ob C

fX,Y


 =


 ∑

X,Y ∈Ob C

H(fX,Y )


 for all H ∈ MorPreaddCatFin(C,D),

Note that for any C,D ∈ ObPreaddCatFin, the multisets IC = Ob C and ID = ObD. Then for H : C → D
and X ∈ Ob C, G(H)(idX) = H(idX) = idH(X) ∈ ID. Thus the distinguished sets IC and ID are respected
by the morphism G(H) ∈ MorPreaddCatFin

((RC .IC), (RD, ID)). Furthermore, it is important to point out

that for
∑

X,Y ∈Ob C(fX,Y ) ∈ RC , the element G(H)
(∑

X,Y ∈Ob C fX,Y

)
may not be a direct sum since it is

Note that for any C, D ∈ Ob PreaddCatFin, we have the multisets IC = Ob C and ID = Ob D. Then for  
H : C → D and X ∈ Ob C, G(H)(idX) = H(idX) = idH(X) ∈ ID. Thus the distinguished sets IC and 
ID are respected by the morphism G(H) ∈ MorPreaddCatFin((RC, IC), (RD, ID)). Furthermore, it is 
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important to point out that for ∑X,Y∈Ob C fX,Y ∈ RC, the element G(H) (∑X,Y∈Ob C fX,Y) may not be a 
direct sum since it is possible that G is not injective on objects. With that being said, we proceed to 
verify that G is a functor below.

• (Preserves identity morphism) For any C ∈ Ob PreaddCatFin,

CATEGORY THEORETIC INTERPRETATION OF RINGS 17

possible that G is not injective on objects. With that being said, we proceed to verify that G is a functor
below.

• (Preserves identity morphism) For any C ∈ ObPreaddCatFin,

G(idC)


 ∑

X,Y ∈Ob C

fX,Y


 =


 ∑

X,Y ∈Ob C

idC(fX,Y )


 =


 ∑

X,Y ∈Ob C

fX,Y


 = idG(C)


 ∑

X,Y ∈Ob C

fX,Y


 .

• (Preserves Composition) Let C,D, E ∈ ObPreaddCatFin with morphisms H : C → D and H ′ : D → E .
For all

∑
X,Y ∈Ob C fX,Y ,

G(H ′ ◦H)


 ∑

X,Y ∈Ob C

fX,Y


 =

∑
X,Y ∈Ob C

H ′ ◦H(fX,Y ) = G(H ′) ◦G(H)


 ∑

X,Y ∈Ob C

fX,Y


 .

We claim that G yields an equivalence of Ring⊥ and PreaddCatFin.
• (Full) Let h ∈ MorRing⊥(G(C), G(D)) = MorRing⊥((RC , IC), (RD, ID)). Then we define a functor H ∈

MorPreaddCatFin(C,D) as follows:

H(X) = Dom(h(idX)) for all X ∈ Ob C,
H(fX,Y ) = h(fX,Y ) for all fX,Y ∈ MorC(X,Y ) and X,Y ∈ Ob C.

ThenH(fX,Y ) is a morphism fromH(X) toH(Y ) sinceH(fX,Y ) = H(idY fX,Y idX) = H(idY )H(fX,Y )H(idX) =

idH(Y )H(fX,Y )idH(X). So for all
(∑

X,Y ∈Ob C fX,Y

)
∈ (RC , IC), we have that:

G(H)


 ∑

X,Y ∈Ob C

fX,Y


 =


 ∑

X,Y ∈Ob C

H(fX,Y )




=


 ∑

X,Y ∈Ob C

h(fX,Y )




= h


 ∑

X,Y ∈Ob C

fX,Y




=⇒ G(H) = h

• (Faithful) Assume that G(H) = G(J), H, J ∈ MorPreaddCatFin
(C,D). Since G(H) and G(J) are the

same ring homomorphism, they are the same map on the idempotents. Thus for all X ∈ Ob C, we have
that G(H)(idX) = G(J)(idX) and that H(idX) = J(idX). This implies that idH(X) = idJ(X) and so
H(X) = J(X), so H and J must be the same map on objects. More generally, for all fX,Y ∈ RC ,

G(H)(fX,Y ) = G(J)(fX,Y )

=⇒


 ∑

X,Y ∈Ob C

H(fX,Y )


 =


 ∑

X,Y ∈Ob C

J(fX,Y )




=⇒ H(fX,Y ) = J(fX,Y ) for all X,Y ∈ Ob C, fX,Y ∈ MorC(X,Y )

=⇒ H = J

• (Essentially surjective) For all (R, I) ∈ ObRing⊥ where I = {e1, e2, · · · , en} we are able to construct
the preadditive category C(R,I) where Ob C(R,I) = I and MorC(R,I)

(ei, ej) = ejRei for all ei, ej ∈ Ob C(R,I).

We claim that G(C(R,I)) ∼= (Mn(R), IMn(R)). Consider the function

φ : (Mn(R), IMn(R)) → G(C(R,I)), φ(ejrei) =




n∑
i,j=1

ejrei


 ,

where (ejrei) is the n × n matrix whose (i, j) entry is ejrei. Then the proof of most of the ring isomor-
phism axioms are essentially the same as the ones from Example 2.6. Having just proved that G(C(R,I)) ∼=
(Mn(R), IMn(R)), Proposition 2.6 gives us that (Mn(R), IMn(R)) ∼= (R, I), and so G(C(R,I)) ∼= (R, I).

• (Preserves Composition) Let C, D, E ∈ Ob PreaddCatFin with morphisms H : C → D and  
H΄ : D → E. For all ∑X,Y∈Ob C fX,Y ,
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possible that G is not injective on objects. With that being said, we proceed to verify that G is a functor
below.

• (Preserves identity morphism) For any C ∈ ObPreaddCatFin,

G(idC)


 ∑

X,Y ∈Ob C

fX,Y


 =


 ∑

X,Y ∈Ob C

idC(fX,Y )


 =


 ∑

X,Y ∈Ob C

fX,Y


 = idG(C)


 ∑

X,Y ∈Ob C

fX,Y


 .

• (Preserves Composition) Let C,D, E ∈ ObPreaddCatFin with morphisms H : C → D and H ′ : D → E .
For all

∑
X,Y ∈Ob C fX,Y ,

G(H ′ ◦H)


 ∑

X,Y ∈Ob C

fX,Y


 =

∑
X,Y ∈Ob C

H ′ ◦H(fX,Y ) = G(H ′) ◦G(H)


 ∑

X,Y ∈Ob C

fX,Y


 .

We claim that G yields an equivalence of Ring⊥ and PreaddCatFin.
• (Full) Let h ∈ MorRing⊥(G(C), G(D)) = MorRing⊥((RC , IC), (RD, ID)). Then we define a functor H ∈

MorPreaddCatFin(C,D) as follows:

H(X) = Dom(h(idX)) for all X ∈ Ob C,
H(fX,Y ) = h(fX,Y ) for all fX,Y ∈ MorC(X,Y ) and X,Y ∈ Ob C.

ThenH(fX,Y ) is a morphism fromH(X) toH(Y ) sinceH(fX,Y ) = H(idY fX,Y idX) = H(idY )H(fX,Y )H(idX) =

idH(Y )H(fX,Y )idH(X). So for all
(∑

X,Y ∈Ob C fX,Y

)
∈ (RC , IC), we have that:

G(H)


 ∑

X,Y ∈Ob C

fX,Y


 =


 ∑

X,Y ∈Ob C

H(fX,Y )




=


 ∑

X,Y ∈Ob C

h(fX,Y )




= h


 ∑

X,Y ∈Ob C

fX,Y




=⇒ G(H) = h

• (Faithful) Assume that G(H) = G(J), H, J ∈ MorPreaddCatFin
(C,D). Since G(H) and G(J) are the

same ring homomorphism, they are the same map on the idempotents. Thus for all X ∈ Ob C, we have
that G(H)(idX) = G(J)(idX) and that H(idX) = J(idX). This implies that idH(X) = idJ(X) and so
H(X) = J(X), so H and J must be the same map on objects. More generally, for all fX,Y ∈ RC ,

G(H)(fX,Y ) = G(J)(fX,Y )

=⇒


 ∑

X,Y ∈Ob C

H(fX,Y )


 =


 ∑

X,Y ∈Ob C

J(fX,Y )




=⇒ H(fX,Y ) = J(fX,Y ) for all X,Y ∈ Ob C, fX,Y ∈ MorC(X,Y )

=⇒ H = J

• (Essentially surjective) For all (R, I) ∈ ObRing⊥ where I = {e1, e2, · · · , en} we are able to construct
the preadditive category C(R,I) where Ob C(R,I) = I and MorC(R,I)

(ei, ej) = ejRei for all ei, ej ∈ Ob C(R,I).

We claim that G(C(R,I)) ∼= (Mn(R), IMn(R)). Consider the function

φ : (Mn(R), IMn(R)) → G(C(R,I)), φ(ejrei) =




n∑
i,j=1

ejrei


 ,

where (ejrei) is the n × n matrix whose (i, j) entry is ejrei. Then the proof of most of the ring isomor-
phism axioms are essentially the same as the ones from Example 2.6. Having just proved that G(C(R,I)) ∼=
(Mn(R), IMn(R)), Proposition 2.6 gives us that (Mn(R), IMn(R)) ∼= (R, I), and so G(C(R,I)) ∼= (R, I).

We claim that G yields an equivalence of Ring⊥ and PreaddCatFin.
• (Full) Let h ∈ MorRing⊥(G(C), G(D)) = MorRing⊥((RC, IC), (RD, ID)). Then we define a functor 

H ∈ MorPreaddCatFin(C, D) as follows:

H(X) = Dom(h(idX))    for all X ∈ Ob C,
H( fX,Y) = h( fX,Y)    for all fX,Y ∈ MorC(X,Y) and X,Y ∈ Ob C.

Then H(fX,Y) is a morphism from H(X) to H(Y) since H(fX,Y) = H(idY fX,Y idX) = H(idY)H(fX,Y)
H(idX) = idH(Y) H(fX,Y) idH(X). So for all (∑X,Y∈Ob C fX,Y) ∈ (RC, IC), we have that:
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possible that G is not injective on objects. With that being said, we proceed to verify that G is a functor
below.

• (Preserves identity morphism) For any C ∈ ObPreaddCatFin,

G(idC)


 ∑

X,Y ∈Ob C

fX,Y


 =
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X,Y ∈Ob C

idC(fX,Y )


 =
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X,Y ∈Ob C
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• (Preserves Composition) Let C,D, E ∈ ObPreaddCatFin with morphisms H : C → D and H ′ : D → E .
For all

∑
X,Y ∈Ob C fX,Y ,
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 ∑
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fX,Y


 =

∑
X,Y ∈Ob C

H ′ ◦H(fX,Y ) = G(H ′) ◦G(H)


 ∑

X,Y ∈Ob C

fX,Y


 .

We claim that G yields an equivalence of Ring⊥ and PreaddCatFin.
• (Full) Let h ∈ MorRing⊥(G(C), G(D)) = MorRing⊥((RC , IC), (RD, ID)). Then we define a functor H ∈

MorPreaddCatFin(C,D) as follows:

H(X) = Dom(h(idX)) for all X ∈ Ob C,
H(fX,Y ) = h(fX,Y ) for all fX,Y ∈ MorC(X,Y ) and X,Y ∈ Ob C.

ThenH(fX,Y ) is a morphism fromH(X) toH(Y ) sinceH(fX,Y ) = H(idY fX,Y idX) = H(idY )H(fX,Y )H(idX) =

idH(Y )H(fX,Y )idH(X). So for all
(∑

X,Y ∈Ob C fX,Y

)
∈ (RC , IC), we have that:

G(H)


 ∑

X,Y ∈Ob C

fX,Y


 =


 ∑

X,Y ∈Ob C

H(fX,Y )




=


 ∑

X,Y ∈Ob C

h(fX,Y )




= h


 ∑

X,Y ∈Ob C

fX,Y




=⇒ G(H) = h

• (Faithful) Assume that G(H) = G(J), H, J ∈ MorPreaddCatFin
(C,D). Since G(H) and G(J) are the

same ring homomorphism, they are the same map on the idempotents. Thus for all X ∈ Ob C, we have
that G(H)(idX) = G(J)(idX) and that H(idX) = J(idX). This implies that idH(X) = idJ(X) and so
H(X) = J(X), so H and J must be the same map on objects. More generally, for all fX,Y ∈ RC ,

G(H)(fX,Y ) = G(J)(fX,Y )

=⇒


 ∑

X,Y ∈Ob C

H(fX,Y )


 =


 ∑

X,Y ∈Ob C

J(fX,Y )




=⇒ H(fX,Y ) = J(fX,Y ) for all X,Y ∈ Ob C, fX,Y ∈ MorC(X,Y )

=⇒ H = J

• (Essentially surjective) For all (R, I) ∈ ObRing⊥ where I = {e1, e2, · · · , en} we are able to construct
the preadditive category C(R,I) where Ob C(R,I) = I and MorC(R,I)

(ei, ej) = ejRei for all ei, ej ∈ Ob C(R,I).

We claim that G(C(R,I)) ∼= (Mn(R), IMn(R)). Consider the function

φ : (Mn(R), IMn(R)) → G(C(R,I)), φ(ejrei) =




n∑
i,j=1

ejrei


 ,

where (ejrei) is the n × n matrix whose (i, j) entry is ejrei. Then the proof of most of the ring isomor-
phism axioms are essentially the same as the ones from Example 2.6. Having just proved that G(C(R,I)) ∼=
(Mn(R), IMn(R)), Proposition 2.6 gives us that (Mn(R), IMn(R)) ∼= (R, I), and so G(C(R,I)) ∼= (R, I).

• (Faithful) Assume that G(H) = G(J), H, J ∈ MorPreaddCatFin(C, D). Since G(H) and G(J)  
are the same ring homomorphism, they are the same map on the idempotents. Thus for all  
X ∈ Ob C, we have that G(H)(idX) = G(J)(idX) and that H(idX) = J(idX). This implies that 
idH(X) = idJ(X) and so H(X) = J(X), so H and J must be the same map on objects. More  
generally, for all fX,Y ∈ RC,
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possible that G is not injective on objects. With that being said, we proceed to verify that G is a functor
below.

• (Preserves identity morphism) For any C ∈ ObPreaddCatFin,

G(idC)


 ∑

X,Y ∈Ob C

fX,Y


 =


 ∑

X,Y ∈Ob C

idC(fX,Y )


 =


 ∑

X,Y ∈Ob C

fX,Y


 = idG(C)


 ∑

X,Y ∈Ob C

fX,Y


 .

• (Preserves Composition) Let C,D, E ∈ ObPreaddCatFin with morphisms H : C → D and H ′ : D → E .
For all

∑
X,Y ∈Ob C fX,Y ,

G(H ′ ◦H)


 ∑

X,Y ∈Ob C

fX,Y


 =

∑
X,Y ∈Ob C

H ′ ◦H(fX,Y ) = G(H ′) ◦G(H)


 ∑

X,Y ∈Ob C

fX,Y


 .

We claim that G yields an equivalence of Ring⊥ and PreaddCatFin.
• (Full) Let h ∈ MorRing⊥(G(C), G(D)) = MorRing⊥((RC , IC), (RD, ID)). Then we define a functor H ∈

MorPreaddCatFin(C,D) as follows:

H(X) = Dom(h(idX)) for all X ∈ Ob C,
H(fX,Y ) = h(fX,Y ) for all fX,Y ∈ MorC(X,Y ) and X,Y ∈ Ob C.

ThenH(fX,Y ) is a morphism fromH(X) toH(Y ) sinceH(fX,Y ) = H(idY fX,Y idX) = H(idY )H(fX,Y )H(idX) =

idH(Y )H(fX,Y )idH(X). So for all
(∑

X,Y ∈Ob C fX,Y

)
∈ (RC , IC), we have that:

G(H)


 ∑

X,Y ∈Ob C

fX,Y


 =


 ∑

X,Y ∈Ob C

H(fX,Y )




=


 ∑

X,Y ∈Ob C

h(fX,Y )




= h


 ∑

X,Y ∈Ob C

fX,Y




=⇒ G(H) = h

• (Faithful) Assume that G(H) = G(J), H, J ∈ MorPreaddCatFin
(C,D). Since G(H) and G(J) are the

same ring homomorphism, they are the same map on the idempotents. Thus for all X ∈ Ob C, we have
that G(H)(idX) = G(J)(idX) and that H(idX) = J(idX). This implies that idH(X) = idJ(X) and so
H(X) = J(X), so H and J must be the same map on objects. More generally, for all fX,Y ∈ RC ,

G(H)(fX,Y ) = G(J)(fX,Y )

=⇒


 ∑

X,Y ∈Ob C

H(fX,Y )


 =


 ∑

X,Y ∈Ob C

J(fX,Y )




=⇒ H(fX,Y ) = J(fX,Y ) for all X,Y ∈ Ob C, fX,Y ∈ MorC(X,Y )

=⇒ H = J

• (Essentially surjective) For all (R, I) ∈ ObRing⊥ where I = {e1, e2, · · · , en} we are able to construct
the preadditive category C(R,I) where Ob C(R,I) = I and MorC(R,I)

(ei, ej) = ejRei for all ei, ej ∈ Ob C(R,I).

We claim that G(C(R,I)) ∼= (Mn(R), IMn(R)). Consider the function

φ : (Mn(R), IMn(R)) → G(C(R,I)), φ(ejrei) =




n∑
i,j=1

ejrei


 ,

where (ejrei) is the n × n matrix whose (i, j) entry is ejrei. Then the proof of most of the ring isomor-
phism axioms are essentially the same as the ones from Example 2.6. Having just proved that G(C(R,I)) ∼=
(Mn(R), IMn(R)), Proposition 2.6 gives us that (Mn(R), IMn(R)) ∼= (R, I), and so G(C(R,I)) ∼= (R, I).
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• (Essentially surjective) For all (R, I) ∈ Ob Ring⊥ where I = {e1, e2, ⋯, en} we are able to con-
struct the preadditive category C(R, I) where Ob C(R, I) = I and MorC(R, I)(ei, ej) = ejRei for all  
ei, ej ∈ Ob C(R, I). We claim that G(C(R, I)) ≅ (Mn(R), IMn(R)). Consider the function

 where (ejrei) is the n × n matrix whose (i, j) entry is ejrei. Then the proof of most of the ring 
isomorphism axioms are essentially the same as the ones from Example 2.6. Having just proved 
that G(C(R, I)) ≅ (Mn(R), IMn(R)), Proposition 2.6 gives us that (Mn(R), IMn(R)) ≅ (R, I), and so 
G(C(R, I)) ≅ (R, I).

The following proposition shows that equivalence of 1-categories between Ring⊥ and PreaddCatFin 
can be extended to 2-categories.

Proposition 6.5  The 2-category Ring⊥ is equivalent to the 2-category PreaddCatFin as 2-categories.

Proof.
In Proposition 6.4, we defined the 1-functor G to prove that Ring⊥ and PreaddCatFin are equivalent 
as 1-categories. We can extend our 1-functor G into a 2-functor by defining its behaviour on 2-mor-
phisms with the following. Let C, D ∈ Ob PreaddCatFin, H, J : C → D. Then for any α : H ⇒ J, the 
2-morphism G(α) : G(H) ⇒ G(J) is the mapping from IC to RD such that for any X ∈ Ob C, 

G(α)(idX) = αX ∈ G(D) = RD.
Likewise, G is also an extension of the 1-functor in Proposition 6.4 where it was proven that G  
preserves identity 1-morphisms and the composition of 1-morphisms. Thus we check that it is  
indeed a 2-functor with the following:

• (Preserves vertical composition) Let C, D ∈ Ob PreaddCatFin, H, J, K : C → D, α : H ⇒ J and 
β : J ⇒ K. Then for any X ∈ Ob C, G(β ∘v α)(idX) = (β ∘v α)(X) = βX ∘ αX = G(β)(idX) ∘v G(α)(idX).

• (Preserves horizontal composition) Let C, D, E ∈ Ob PreaddCatFin, H, J : C → D, H ,́ J΄ :  
D → E, α : H ⇒ J and α΄ : H΄ ⇒ J .́ Then for any X ∈ Ob C, G(α΄ ∘h α)(idX) = (α΄ ∘h α)(idX) = 
α Ǵ(J)(X) ∘ G(J)(αx) = G(α΄)(idX) ∘h G(α)(idX).

• (Preserves identity 2-morphisms) Let C ∈ Ob PreaddCatFin, idC : C → C and ididC : idC ⇒ idC. 
Then for any X ∈ Ob C, G(ididC)(idX) = ididC X = idX.

We claim that G yields an equivalence of 2-categories between the Ring⊥ and PreaddCatFin.
• (Faithful on 2-morphisms) Let C, D ∈ Ob PreaddCatFin, h, j ∈ MorRing⊥(G(C), G(D)) and  

α, β : h ⇒ j. Assume that G(α) = G(β). Then for any X ∈ Ob C, we have that
G(α) = G(β) ⟹G(α)(idX) = G(β)(idX) ⟹αX = βX ⟹α = β.

• (Full on 2-morphisms) Let C, D ∈ Ob PreaddCatFin, h, j : G(C) → G(D) and α : h ⇒ j. The 
2-morphism α has the property that for any idX and idY in IC, α(idX) is an element in RD 
such that  
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The following proposition shows that equivalence of 1-categories between Ring⊥ and PreaddCatFin can
be extended to 2-categories.

Proposition 6.5. The 2-category Ring⊥ is equivalent to the 2-category PreaddCatFin as 2-categories.

Proof. In Proposition 6.4, we defined the 1-functor G to prove that Ring⊥ and PreaddCatFin are equivalent
as 1-categories. We can extend our 1-functor G into a 2-functor by defining its behaviour on 2-morphisms
with the following. Let C,D ∈ ObPreaddCatFin, H, J : C → C. Then for any α : H ⇒ J , the 2-morphism
G(α) : G(H) ⇒ G(J) is the mapping from IC to RD such that for any X ∈ Ob C,

G(α)(idX) = αX ∈ G(D) = RD.

Likewise, G is also an extension of the 1-functor in Proposition 6.4 where it was proven that G preserves
identity 1-morphisms and the composition of 1-morphisms. Thus we check that it is indeed a 2-functor with
the following:

• (Preserves vertical composition) Let C,D ∈ ObPreaddCatFin, H, J,K : C → D, α : H ⇒ J and β : J ⇒
K. Then for any X ∈ Ob C, G(β ◦v α)(idX) = (β ◦v α)(X) = βX ◦ αX = G(β)(idX) ◦v G(α)(idX).

• (Preserves horizontal composition) Let C,D, E ∈ ObPreaddCatFin, H, J : C → D, H ′, J ′ : D → E ,
α : H ⇒ J and α′ : H ′ ⇒ J ′. Then for any X ∈ Ob C, G(α′ ◦h α)(idX) = (α′ ◦h α)(idX) = α′

G(J)(X) ◦
G(J)(αe) = G(α′)(idX) ◦h G(α)(idX).

• (Preserves identity 2-morphisms) Let C ∈ ObPreaddCatFin, idC : C → C and ididC : idC ⇒ idC . Then for
all any X ∈ Ob C, G(ididC )(idX) = ididCX = idX .
We claim that G yields an equivalence of 2-categories between the Ring⊥ and PreaddCatFin.

• (Faithful on 2-morphisms) Let C,D ∈ ObPreaddCatFin, h, j ∈ MorRing⊥(G(C), G(D)) and α, β : h ⇒ j.
Assume that G(α) = G(β). Then for any X ∈ Ob C, we have that

G(α) = G(β) =⇒ G(α)(idX) = G(β)(idX) =⇒ αX = βX =⇒ α = β.

• (Full on 2-morphisms) Let C,D ∈ ObPreaddCatFin, h, j : G(C) → G(D) and α : h ⇒ j. The 2-morphism
α has the property that for any idX and idY in IC , α(idX) is an element in RD such that

j


idY


 ∑

X,Y ∈Ob C

fX,Y


 idX


α(idX) = α(idY )h


idY


 ∑

X,Y ∈Ob C

fX,Y


 idX




for any
∑

X,Y ∈Ob C fX,Y ∈ RC . The functor G is surjective on 1-morphisms, so let H, J : C → D such that

G(H) = h and G(J) = j. We construct a natural transformation β : H ⇒ J as so: for any X ∈ Ob C,
βX = α(idX). Any f ∈ MorC(X,Y ) is an element in RC , so we have that βXH(f) = J(f)βY , thus proving
naturality of β. Then for all idX ∈ RC , G(β)(idX) = βX = α(idX) and so G(β) = α.
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PRESS SUMMARY
Category theory is a field of mathematics that can be used to study various algebraic structures  
including rings, which provide a generalization of arithmetic. In particular, a ring can be interpreted as a  
category and vice-versa. This paper delves into the relationship between categories and rings and 
some correspondences between the two fields with a view towards applications in the field of 
categorication. 
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ABSTRACT
English and Irish ivy (Hedera helix and H. hibernica) are invasive lianas which have become espe-
cially intrusive in the Pacific Northwest, as evidenced by their invasion of many areas in Forest Park, 
Portland, OR. The most common strategy for ivy control is currently manual removal, though the 
potential consequences of this method have not been well studied. The purpose of this study was to 
evaluate the effectiveness of manual ivy removal with respect to its influence on native plant diversity, 
abundance, species richness, and evenness by comparing these parameters in 1-m2 plots manually 
cleared of ivy to paired control plots. Prior to plot establishment, evidence of deer herbivory of ivy was 
observed at this site. Four weeks after manual removal, treated plots were less diverse and hosted a 
lower abundance of native plants than control plots. Ten weeks after ivy removal, treated and control 
plots were equally diverse, and treated plots showed greater abundance of plant cover than controls. 
This trend persisted at twenty-six weeks after treatment. Treated and control plots were not signifi-
cantly different in species richness or evenness at any time. These results suggest that manual ivy 
removal temporarily disturbs native plant life, but the negative effects are overcome as quickly as ten 
weeks after treatment, at which time native plants are more successful. Manual removal as a method 
to control ivy in this region appears effective within one growing season

KEYWORDS
English Ivy, Irish Ivy, Invasive Species, Pacific Northwest, Forest Park, Hedera helix, Hedera hibernica

1. INTRODUCTION
English ivy (Hedera helix) and Irish ivy (Hedera hibernica), henceforth collectively denoted 

“ivy,” are perennial lianas native to Europe which have escaped cultivation and become invasive in 
North America, especially the Pacific Northwest (PNW).1 Washington and Oregon have listed ivy 
as a noxious weed, and Oregon has even placed it under quarantine.2 Though ivy can reproduce  
sexually, in which its seeds are dispersed by birds, the success of ivy as an invasive species is more 
commonly attributed to its vegetative reproduction.3 Ivy demonstrates rapid vegetative growth and 
has been reported to ascend trees at a rate of up to 10 m per year using adventitious roots, resulting 
in both dominance of the understory and influence on forest canopies.4,5 Likely due to its ever-
green nature and tolerance of heavy canopy cover, direct sunlight, and a wide range of soil pHs, ivy 
outcompetes native plant communities in forested areas.6,7 Ivy has been known to further disrupt 
forests by reducing root and leaf development of trees,8,9,10 predisposing host trees to weather-relat-
ed damage,11 and preventing understory regeneration and growth by formation of near monotypic 
ivy mats.10,12 Ivy dominance has been correlated with alterations in soil nutrient contents,13 and 
these changes may have lasting impacts on native plant and animal communities. Furthermore, 
loss of native species diversity and abundance has the potential to reduce the functioning of the 
ecosystem.14

The PNW is a unique and sensitive region home to several endemic species such as the bigleaf 
maple, vine maple, and inside-out flower. The former two species may suffer from ivy’s climbing 
ability, and each may experience displacement and increased competition from ivy groundcover. 
The hilly, suburban regions of Portland, Oregon are overrun by ivy in many places, and ivy has 
encroached on the city’s largest urban forest reserve, Forest Park, where it forms dense mats and 
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climbs native trees in disturbed areas. Because ivy invasion poses a direct threat to this region al-
ready experiencing anthropogenic habitat loss, an examination of ivy control methods is necessary 
to determine whether management efforts are being productively applied in this area.

Several studies examining possible solutions to the problem of invasive ivy have been conducted 
in recent years, with several methods of removal showing limited success. Control of ivy using her-
bicides has not proven effective due to the plant’s thick cuticle,15 though some exceptions have been 
indicated.16,17 Repeated burning and goat browsing have shown success in reducing ivy cover, but 
the efficacy of these methods is diminished by their significant time and resource requirements.10,18 
To date, the favored ivy control strategy is manual removal — pulling the vines from the ground 
and vertical surfaces.19, 20, 21

While manual removal avoids many disadvantages of herbicidal and other treatments, this 
method, too, may have significant negative effects due to its disturbance of the soil and neighboring 
plant life.19 These effects have been considered minor relative to the consequences of ivy invasion, 
but few studies have investigated this assumption. The purpose of this study is to evaluate the effec-
tiveness of manual ivy removal in terms of its impact on native plant diversity, abundance, species 
richness, and evenness. Because removing ivy has the potential to increase light and nutrient avail-
ability for native plants, it is hypothesized that greater native plant diversity and abundance will be 
observed in plots cleared of ivy over control plots.

2. MATERIALS AND METHODS
Ten pairs of 1-m2 ivy-covered (99–100% cover) plots were marked with wooden stakes in north-

east Forest Park (45.5924 N, -122.785 W). This location was chosen for its dense understory ivy 
growth, relatively low degree of slope, and ease of access, with plots sheltered from view yet still 
within 20 meters of a well-maintained trail. For each pair of plots, one was randomly designated 
as the treated plot and the other the control. Habitat characteristics such as nearby nursery logs 
or trees, overhanging branches, presence of surrounding plant species, and unique soil conditions 
were noted. Percent cover of all plant species was recorded using a 1-m2 PVC quadrat divided into 
10x10-cm squares, and a photograph was taken for both control and treated plots upon estab-
lishment. Due to their morphological and niche similarities, the two species of ivy, if they were 
both present, were not differentiated. Plots were established over the course of approximately three 
weeks in February 2014.

All treated plots were manually cleared of ivy by hand-pulling and use of clippers on February 
15th. As woody lateral stems often formed extensive under- and above-ground lattices, the entire 
underlying ivy network in each plot was removed. Care was taken not to tread in either plot during 
the removal process. Some native individuals remained after ivy removal, but most were unavoid-
ably uprooted during the process. This effect did not appear dramatic, as the pre-treated average 
native plant cover for all plots excluding moss was only 10.4. Example photographs for control and 
treated plots before and after ivy removal are shown in Figure 1.

Figure 1. Example control plot (left) and treated plot photographs before (center) and after (right) manual ivy removal. 
Typical soil disturbance and incidental removal of detritus sustained during the clearing process is represented in the in 
the cleared treated plot (right).



 Volume 12 | Issue 4 | November 2015  33

American Journal of Undergraduate Research www.ajuronline.org

Sites were surveyed for vegetation three times after ivy removal: after four weeks (late March-
early April), after ten weeks (early May), and after twenty-six weeks (mid-September). For each 
survey, the same quadrat used for plot establishment was placed with the corners at each stake. 
Percent cover of all plant species in the quadrat was recorded as the number of squares from which 
the species was observed to be growing. Any ivy root matter which had been overlooked during 
clearing (an average of 3.1 percent cover per plot) and new ivy growth were included in this survey. 
Due to the dense ivy mat and, in some plots, extensive growth of Hydrophyllum tenuipes (Pacific 
waterleaf), and manual manipulation of vegetation was necessary to ensure accurate records 
of plant presence. Control and treated plots were photographed after each survey. Plants were 
identified with help from a field guide22 and confirmed via taxonomic literature.23

Shannon-Weaver diversity indices were calculated based on percent cover values for each treated 
and control plot. Abundance of native plants was determined using the sum of percent cover values 
for all plant species in treated and control plots. Species richness and species evenness of all plots 
were also calculated. Percent cover of ivy was excluded from all calculations. Each variable was test-
ed for significance using two-tailed t-tests. Euclidean distances were used to compare the statistical 
similarities of plot pairs after each survey; high values indicated high dissimilarity and low values 
indicated greater similarity between treated and control plots.

3. RESULTS

Regrowth of ivy into treated plots

By ten weeks after ivy removal, all but one treated plot contained at least one percent cover of ivy. 
Twenty-six weeks after treatment, ivy was observed in all treated plots, achieving an average of 12 
percent cover.

Native Plant Growth and Emergent Species

Representative photographs of a treated plot at each of the survey dates are shown in Figure 2. In 
March/April, four weeks after ivy removal, seedlings were emerging in both control and treated 
plots, with a total of 13 species observed. After ten weeks, in May, native plant growth was abun-
dant and six additional species were identified. In September, which was after a rather warm and 
dry summer, little plant growth was observed, though two additional species were identified. All 
21 identifiable plant species that emerged during the survey period, with the exception of ivy, were 
Pacific Northwest natives. Though they could not be identified due to their minimal growth, sever-
al other morphologically distinct seedlings were included in analysis as unknowns.



 Volume 12 | Issue 4 | November 2015  34

American Journal of Undergraduate Research www.ajuronline.org

Figure 2. Example treated plot photographs after four weeks (top), after ten weeks (bottom left), and after twenty-six 
weeks (bottom right). This plot is representative of the average amount of growth observed in treated plots, though some 
plots showed much less cover and others showed much more. Individuals only observed as pairs of cotyledons, which 
proved difficult to identify, can be seen in each plot (see discussion).
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Scientific Name Common Name

Acer circinatum Vine maple
Acer macrophyllum Bigleaf maple

Corylus spp.* Hazelnut

Hedera spp. English or Irish ivy

Hydrophyllum tenuipes Pacific waterleaf

Berberis nervosa Dull Oregon grape

Maianthemum racemosum* False Solomon’s seal

Oemleria cerasiformis Indian plum
Osmorhiza spp. Sweet cicely

Polypodium glycyrrhiza Licorice fern

Prosartes smithii Hooker’s fairy bells
Rubus parviflorus Thimbleberry

Rubus spectabilis Salmonberry
Rubus ursinus Trailing blackberry

Smilacina racemosa False Solomon’s seal

Trillium ovatum Pacific trillium

Unknown Moss (unidentified)

Unknown Other bryophyte (unidentified; possible liverwort)

Unknown, possibly Athyrium filix-femina Fern (unidentified; possibly Common lady fern)
Vancouveria hexandra White inside-out flower

Viola glabella Stream violet

Table 1. List of identified species found in treated and control plots. Species in bold indicate those which were observed 
in early May, but not during late March/early April. An asterisk (*) denotes species observed only in September.

Effect of ivy removal on native plant diversity, abundance, species richness, and evenness

Four weeks after ivy removal, treated plots were less diverse (mean ± SEM for Shannon = 1.15 
± 0.08) and less covered by native species (mean ± SEM for total native cover 127 ± 17) than the 
control plots (Shannon = 1.35 ± 0.06, total native cover 159 ± 15) (Figure 3). Species richness and 
evenness were comparable between treated and control plots (mean ± SEM for treated plots = 5.7 ± 
0.6, control plots = 6.5 ± 0.8), and this trend persisted through subsequent surveys. Ten weeks after 
ivy removal, treated plots were as diverse (mean ± SEM for Shannon = 1.08 ± 0.08) as control plots 
(mean ± SEM = 1.03 ± 0.08) and covered by a higher abundance of native species (mean ± SEM for 
total native cover of treated plots = 137 ± 9 and for control plots 119 ± 13). This trend lasted until 
the 26th week after ivy removal (Figure 3, Table 2).
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Figure 3. Average difference (control - treated plot) in Shannon diversity index and abundance (x0.01).  
Error bars show standard errors of the difference between two means.

Time after 
removal

Shannon-Weaver  
Diversity Index Abundance Species Richness Evenness

Treated Control p Treated Control p Treated Control p Treated Control p

Four  
weeks

1.15 ±  
0.08

1.35 ±  
0.06 0.0143 127 ±  

17
159 ±  

15 0.0258 5.7 ±  
0.6

6.5 ±  
0.8 0.415 0.69 ±  

0.03
0.77 ±  
0.04 0.144

Ten  
weeks

1.08 ±  
0.08

1.03 ±  
0.08 0.568 137 ±  

9
119 ±  

13 0.0422 7.0 ±  
0.8

6.2 ±  
0.8 0.477 0.57 ±  

0.02
0.60 ±  
0.03 0.447

Twenty-six 
weeks

0.196 ±  
0.08

0.265 ±  
0.06 0.252 68 ±  

7
55 ±  

8 0.0573 2.1 ±  
0.3

2.6 ±  
0.3 0.295 0.202 ±  

0.06
0.245 ±  

0.04 0.578

Table 2. Shannon-Weaver diversity indices, abundance, species richness, and evenness, each ± standard error of the 
mean, for treated and control plots after each survey shown with associated t and p values of two-tailed t-tests with 9 
degrees of freedom. Bold values indicate statistical significance.
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Trends in treated plot recovery as represented by decreasing Euclidean distance 

Before ivy removal, control and treated plots had an average Euclidean distance of 13.4.  
The greatest average Euclidean distance (44.2) was observed four weeks after ivy removal, and  
subsequent values decreased, first sharply (21.8 after 10 weeks), and then gradually (17.0 after 30 
weeks; Figure 4).
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Figure 4. Euclidean distances between treated and control plots at each survey. The occurrence of a large initial  
dissimilarity followed by quick recovery is consistent with t-test data for plant diversity and abundance. Error bars  
show standard errors of the mean.

4. DISCUSSION
Four weeks after manual removal, treated plots were less diverse and hosted a lower abundance 

of native plants than control plots. After ten weeks, diversity indices of treated and control plots 
were no longer significantly different, and treated plots showed greater abundance of plant cover 
than controls. This trend persisted at twenty-six weeks after treatment. Treated and control plots 
were not significantly different in species richness or evenness (Table 2). These results suggest that 
the act of manual ivy removal temporarily disturbs plant life, but the negative effects are overcome 
as quickly as ten weeks after treatment, at which time a positive trend in native plant abundance 
may arise. Euclidean distance calculations confirmed the trend of an initial disturbance followed 
by quick recovery. Euclidean distance increased 230% four weeks after ivy removal, but decreased 
rapidly to approach within 30% of the initial distance after ten weeks (Figure 4). This suggests that 
the treatment initially increased dissimilarity between treated and control plots, but the effect de-
creased after ten and twenty-six weeks. Therefore, manual removal as a treatment method appears 
to be at least moderately long lasting and may allow further positive effects on native seedling 
recruitment.

It is also encouraging to note that, except for ivy, only native species emerged after ivy removal, 
though this may have been influenced by the location of the plots within established native com-
munities and without close proximity to other exotic species. Furthermore, despite the dominance 
of ivy in the surrounding space, no ivy seedlings were observed within treated plots throughout 
the duration of the study. Thus, it appears ivy has either not established a dominant presence in the 
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seed bank or that its seeds are not able to sprout sooner than native seeds. Even so, ivy was observed 
in treated plots after removal in the form of pioneering shoots, achieving an average of 12 percent 
cover by twenty-six weeks after removal. From the lack of ivy seedlings and the fact that ivy can 
establish subterranean roots from its shoots,24 vegetative reproduction appears to be the most sig-
nificant contributing factor to the dominance of ivy in this region. 

While the results of this experiment indicate that manual ivy removal has positive effects on 
native plant abundance after a period of at least ten weeks, it is not realistic to assume this is rep-
resentative of the long-term effects of manual ivy removal. Ten weeks after treatment, many plants 
had not yet had the chance to sprout, nor had an entire cycle of seed dispersal—and thus seed bank 
formation — and germination of forest plants had been allowed to occur. Later in the season, after 
twenty-six weeks, the spring growth died off and the soil was dry and unfavorable for new plant 
growth. Accordingly, little plant life was observed other than ivy during the third survey (average 
of 68 abundance in test plots, in comparison to second survey average abundance of 137). An entire 
cycle of seeding, germination, and emergence was not reflected in this study, and thus diversity 
indices did not portray the total diversity of plant life in plots throughout the season, especially 
through the fall and winter months. It is postulated that more positive results, such as greater na-
tive plant diversity and abundance in cleared plots, would be likely to develop after a year or more 
of community recovery if ivy did not reclaim the cleared areas. Though prior studies have indicated 
that ivy does not inhibit seed bank formation,20 natural remediation time after treatment may be 
necessary to overcome the disruptive effects of pulling ivy to the soil and surrounding plant life.

Another limitation of this current data set is that many seedlings emerging during the surveys 
were only observed as a pair of cotyledons and were not identifiable. This led to a large collection 
of similar individuals being lumped into one or more “unknown” categories, which might have 
included more than one species. Indeed, some individuals placed in this category during the first 
survey showed signs of being Hydrophyllum tenuipes, but were not recorded as such due to the un-
certainty of the determination. Fortunately, both of these issues affected control and treated plots 
equally, so they did not likely compromise the validity of the conclusions.

Despite these limitations, the results of this study support two conclusions. First, manual ivy 
removal is disruptive to the plant community, having immediate adverse effects on diversity and 
abundance of native species. Considering how deeply embedded the ivy lattices were within the soil 
in some treated plots, this result could be expected, for detritus, plant matter, and soil were greatly 
disturbed in the attempt to remove all parts of the ivy (Figure 2). However, the longevity of the neg-
ative consequences appears short-lived and may be overcome by the positive effects ivy eradication, 
which leads to the second important implication: while the native plant community may suffer 
initially, recovery of diversity and abundance is rather rapid. This is consistent with the hypothesis 
that native species are more successful in the absence of non-native species, especially those as 
invasive as ivy. The greater abundance of native plants in treated versus control plots after twen-
ty-six weeks further supports the hypothesis that native plants benefit from ivy removal. Possible 
explanations for this trend include increased light, nutrient, and space availability for native plants.

Two additional observations from this study remain to be mentioned, the first of which being 
variance in moss growth patterns. Although the data indicate a similar percent cover by mosses in 
treated and control plots, mosses tended to form much fuller mats in control plots than in treated 
plots. Mosses growing in treated plots were characterized by numerous small, filamentous individ-
uals. Full recovery of moss mats in treated plots was not observed during the study period, which 
presents qualitative evidence of the disruptive effects of manual ivy removal.

Secondly, deer tracks and droppings indicated that defoliation observed throughout the site, 
which encumbered plot pair establishment, was likely caused by deer. This implies that deer in this 
area of Forest Park have been using ivy as a winter food source, which in turn suggests that local 
deer are accustomed to hederin, a secondary metabolite in ivy that normally suppresses herbivore 
appetite.18 It is possible that this browsing damages ivy individuals in such a way that their growth 
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may be hindered, or that defoliation followed by vegetative growth of surviving ivy may be contrib-
uting to the mesh-like network of ivy growth throughout the understory if new shoots grow over 
the older, defoliated woody stems. In either case, further investigation into the relationship of ivy 
to native herbivores is warranted.

Other future avenues of research include studying the effect of manual ivy removal on seedling 
recruitment in a different location in Forest Park. Likely because of the moist environment, the 
current site was characterized by an abundance of Hydrophyllum tenuipes, which itself may rapidly 
overshadow any slower-growing species. Setting up plots in a different location, perhaps nearer to 
established populations of local invasive species such as Geranium robertianum (herb Robert) or 
Rubus bifrons (Himalayan blackberry), would also be useful to determine whether successive inva-
sion by nonnative species presents an obstacle for recovery after ivy removal. Moreover, the princi-
pal cause of ivy dominance in the PNW has yet to be determined and is instead often speculatively 
inferred. Like other invasive species, there are many possible mechanisms by which ivy may be 
achieving dominance in PNW forests, such as light competition, nutrient competition, allelopathy, 
or alteration of soil microbial composition.26 Understanding the underlying cause of ivy invasion 
may advance the development of an effective solution.

5. CONCLUSION
Given the archetypical pattern of ivy invasion in Forest Park relative to much of the PNW,25 this 

study has important implications for ivy control throughout the region. The results support the use 
of manual ivy removal to promote native plant success, though care should be taken to minimize 
initial habitat disturbance, although prevention may remain the ideal solution to the problem of 
ivy in the PNW.
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PRESS SUMMARY
The two exotic vine species English and Irish ivy (Hedera helix and H. hibernica, respectively) have 
invaded natural areas in the Pacific Northwest, demonstrating rampant growth and rapid climbing 
ability. The most common strategy for ivy control is currently removal with clippers and by hand, 
though the potential consequences of this method have not been well studied. The purpose of this 
study was to evaluate the effectiveness of this method by investigating its effects on native plant life. 
Results indicate that manual removal is at first disruptive to native plants, but the negative effects 
decrease after ten weeks and are replaced by greater native plant abundance. This supports the use 
of manual ivy removal to control ivy invasions.
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ABSTRACT
We test the capability of an inverse scattering algorithm for imaging noisy seismic data. The algorithm 
does not require a velocity model or any other a priori information about the medium under investi-
gation. We use three different geometries which capture different types of one-dimensional media 
with variable velocity. We show that the algorithm can precisely locate the interfaces and discover the 
correct velocity changes at those interfaces under moderate noise condition. When the signal to noise 
ratio is too small, the data is de-noised using a threshold filter and then imaged with excellent results.

KEYWORDS
Seismic Imaging, Inversion, Amplitude Correction, Scattering Theory, Noise, Threshold Filter.
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1. INTRODUCTION
Inverse scattering theory is a framework for determining the characteristics of an object from 

measurement data of waves or particles scattered from that object. In contrast to other imaging 
methods, no a priori information about the object or about the medium surrounding the object is 
necessary to extract the location and the characteristics of the object. This makes inverse scattering 
theory a very unique tool, presently being the only direct method with this capability. The appli-
cation of inverse scattering methods to seismic exploration has been extensively discussed in the 
literature (see for example [1] and [2] and the references therein).1, 2 In 2009, Nita3 found an inverse 
scattering algorithm for simultaneous imaging and inversion which was recently tested numerical-
ly with excellent results.4

The data recorded in a seismic experiment contain several types of arrivals like primary reflec-
tions, multiple reflections, free surface multiple reflections, source and receiver ghost waves, direct 
wave from the source, ambient noise and others depending on the location of the receivers.6 Out of 
these, only primary reflections are considered useful signal and all current imaging algorithms are 
designed to process only this small part of the data.7 Any other type of signal is considered noise 
and consequently eliminated, totally or partially, in a pre-processing phase.

The unwanted part of the data can be further split into two categories: coherent and random 
noise. Coherent noise usually consists of multiple reflections of the initial wave and many algo-
rithms exist today to attenuate or eliminate it.8 In this paper, we test the capability of the inverse 
scattering algorithm using data contaminated with random noise. We use various earth models to 
capture the characteristics of several earth configurations (different number of layers, different ve-
locity contrasts and velocity inversions). For consistency and comparison purposes we use the same 
models as did Tasy.4 Following the standard seismic industry pre-processing steps, we assume that 
the source signature has been deconvolved from the data and that all coherent noise has been elim-
inated. Therefore, the data that we use in our imaging algorithm only consists of single (primary) 
reflections and random noise.
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2. BACKGROUND
In this section we briefly describe the theory behind the algorithm that we will be testing. We 

start with the equation describing the acoustic wave propagation in a 1-D constant density variable 
velocity medium

    ( dz2
d2  + k2 (z) ) P (z, ω) = 0   Equation 2.1

where P is the pressure field at depth z, k(z) = ω/c(z) is the vertical wavenumber, ω the angular fre-
quency and c(z) the velocity of sound in the medium. This equation does not include a source term 
and hence it only models the propagation of an existing waveform and not how the waveform is 
created. Assume a reference medium represented by an acoustic wholespace with velocity c0, and 
define a perturbation operator 1

     V =  k2
0α(z)   Equation 2.2

where k0 = w
c0

 and  α(z) = 1 − c2
0

c2(z)
 . In this framework, the inverse problem is to solve for α which  

in turn will provide information about the velocity in the unknown medium, c(z). The inverse 
scattering series is a power series containing powers of the collected data and, for this problem (one 
dimensional medium with one parameter — velocity), it takes the form

    α(z) = α1(z) + α2(z) + α3(z) + . . .  Equation 2.3

where αi(z) for any i ≥ 1 contains the i − th power of the data.
After solving for the first few terms in the series, and identifying them as either imaging or in-

version driving terms5 one can select the desired pieces and group them in a subseries which only 
performs a targeted task: free surface or internal multiple attenuation, imaging or inversion. Such 
a subseries for simultaneous imaging and inversion was discovered3 which showed that the respec-
tive series is convergent for all values of the perturbation operator and the limit is,

  Equation 2.4

This is the closed form of the subseries for imaging and inversion which will be tested numerical-
ly in this paper with noisy seismic data. As mentioned before, the algorithm assumes that multiples 
have been removed from the data (in addition to source signature and ghosts) and therefore the 
data only contains primaries.

Although Equation 2.4 describes only a 1-D algorithm, this algorithm promises the recovery of 
an image of the actual medium from collected data and knowledge of a reference medium only, 
without a velocity model or any other assumption about the medium under investigation. All  
other seismic exploration imaging techniques are dependent on some a priori assumption about 
the targeted medium.9
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3. NUMERICAL TESTS FOR THE SIMULTANEOUS IMAGING AND INVERSION ALGORITHM
In this chapter we test the Simultaneous Imaging and Inversion Algorithm using several data 

sets collected over three earth models. All numerical tests were performed on a Desktop PC using 
MAPLE. For each earth model we have to first create the geometry (layers and corresponding  
velocities), then simulate a seismic experiment to create the data, and finally corrupt this data with 
random noise. The data is then ran through the imaging algorithm (Equation 2.4) and the image 
is compared with the initial model. We will observe two main characteristics of the algorithm:  
its ability to correctly find the depths of the interfaces of the unknown media and its ability to  
determine the correct amplitudes in the perturbation operator.

3.1   MODEL 1: MONOTONIC INCREASING VELOCITY
The first model consists of three interfaces located in water at depths of z1 = 100, z2 = 130,  

and z3 = 160 with the sound velocity inside of the layers having the values c0 = 1500, c1 = 1650, c2 
= 1725, and c3 = 1800 (see Figure 1a). The perturbation operator, α, for this earth model is shown in  
Figure 1b. The data in this case consists of three primary reflections shown in Figure 1c. The output of 
the algorithm is shown in blue in Figure 1d and it is easily compared with the actual model (in red) 
and with the first approximation α1 in green.

simulate a seismic experiment to create the data, and finally corrupt this data with random noise. The
data is then ran through the imaging algorithm (2.4) and the image is compared with the initial model.
We will observe two main characteristics of the algorithm: its ability to correctly find the depths of the
interfaces of the unknown media and its ability to determine the correct amplitudes in the perturbation
operator.

3.1 Model 1: Monotonic Increasing Velocity

The first model consists of three interfaces located in water at depths of z1 = 100, z2 = 130, and
z3 = 160 with the sound velocity inside of the layers having the values c0 = 1500, c1 = 1650, c2 = 1725,
and c3 = 1800 (see Figure 1(a)). The perturbation operator, α, for this earth model is shown in Figure
1(b). The data in this case consists of three primary reflections shown in Figure 1(c). The output of the
algorithm is shown in blue in Figure 1(d) and it is easily compared with the actual model (in red) and
with the first approximation α1 in green.

(a) Earth Model 1 (b) Perturbation Operator for Model 1

(c) Model 1 no noise data (d) Model 1 no noise image

Figure 1: Model 1 imaging algorithm using noise free dataFigure 1. Model 1 imaging algorithm using noise free data
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We incrementally add noise to the data (with a standard deviation STD ranging from 0.001 to 
0.01), see Figures 2a, 2c, 2e and notice how the image produced by the algorithm deteriorates in  
Figures 2b, 2d, 2f.

We incrementally add noise to the data (with a standard deviation STD ranging from 0.001 to 0.01), see
Figures 2(a)(c)(e) and notice how the image produced by the algorithm deteriorates in Figures 2(b)(d)(f).

(a) Model 1 STD 0.001 noise data (b) Model 1 STD 0.001 noise image

(c) Model 1 STD 0.005 noise data (d) Model 1 STD 0.005 noise image

(e) Model 1 STD 0.01 noise data (f) Model 1 STD 0.01 noise image

Figure 2: Model 1 imaging algorithm with increasingly more noiseFigure 2. Model 1 imaging algorithm with increasingly more noise

Not surprisingly, the high level of random noise in the data affects the image negatively. Follow-
ing the common seismic processing practice, we proceed by applying a filter to the data to clean up 
some of this noise. There are many types of filters that can be used to attenuate or eliminate random 
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noise. For example one can use non-causal prediction filters,10 adaptive filters11 or some transform 
methods like seislet transform,12 discrete cosine transform13 and curvelet transform14 to improve 
the signal to noise ratio. Due to the nature of this project, we decided on a simpler threshold filter 
which practically mutes all signal with an amplitude less than 0.05 (see Figures 3a, 3c, 3e). We then 
use the algorithm on the filtered data and obtain the images shown in Figures 3b, 3d, 3f.

Not surprisingly, the high level of random noise in the data affects the image negatively. Following the
common seismic processing practice, we proceed by applying a filter to the data to clean up some of
this noise. There are many types of filters that can be used to attenuate or eliminate random noise. For
example one can use non-causal prediction filters [10], adaptive filters [11] or some transform methods
like seislet transform [12], discrete cosine transform [13] and curvelet transform [14] to improve the
signal to noise ratio. Due to the nature of this project, we decided on a simpler threshold filter which
practically mutes all signal with an amplitude less than 0.05 (see Figures 3(a)(c)(e)). We then use the
algorithm on the filtered data and obtain the images shown in Figures 3(b)(d)(f).

(a) Model 1 STD 0.001 noise filtered data(b) Model 1 STD 0.001 noise filtered im-
age

(c) Model 1 STD 0.005 noise filtered data(d) Model 1 STD 0.005 noise filtered im-
age

(e) Model 1 STD 0.01 noise filtered data (f) Model 1 STD 0.01 noise filtered image

Figure 3: Model 1 imaging algorithm with increasingly more noiseFigure 3. Model 1 imaging algorithm with increasingly more noise
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The obtained results show that the algorithm is stable and capable of reproducing the correct lo-
cation of the interfaces even after significant noise contamination. We notice that some amplitude 
information is lost due to the noise and the applied filter; however this could be improved by using 
a more complex filtering method.

3.2   MODEL 2: NON-MONOTONIC VELOCITY
The second model consists of four interfaces located in water at depths of z1 = 100, z2 = 130,  

z3 = 160 and z4 = 200 with the sound velocity inside of the layers having the values c0 = 1500, c1 = 1650,  
c2 = 1725, c3 = 1575 and c4 = 1725 (See Figure 4a). This model is important to examine because, unlike 
the first example, the velocities in the layers are no longer monotonic. The perturbation operator

for this earth model is shown in Figure 4b. The data in this case consists of four primary refl 
ections shown in Figure 4c. Notice that the third spike in the data, corresponding to the primary 
reflection off the third interface, is negative. This is because, at the third interface, the velocity in 
the deeper layer is less then the velocity in the shallower layer. The output of the algorithm is shown 
in blue in Figure 4d together with the actual model (in red) and with the first approximation α1 in 
green.

The obtained results show that the algorithm is stable and capable of reproducing the correct location
of the interfaces even after significant noise contamination. We notice that some amplitude information
is lost due to the noise and the applied filter; however this could be improved by using a more complex
filtering method.

3.2 Model 2: Non-monotonic Velocity

The second model consists of four interfaces located in water at depths of z1 = 100, z2 = 130, z3 = 160

and z4 = 200 with the sound velocity inside of the layers having the values c0 = 1500, c1 = 1650,
c2 = 1725, c3 = 1575 and c4 = 1725 (See Figure 4(a)). This model is important to examine because,
unlike the first example, the velocities in the layers are no longer monotonic. The perturbation operator
for this earth model is shown in Figure 4(b). The data in this case consists of four primary reflections
shown in 4(c). Notice that the third spike in the data, corresponding to the primary reflection off the third
interface, is negative. This is because, at the third interface, the velocity in the deeper layer is less then
the velocity in the shallower layer. The output of the algorithm is shown in blue in Figure 4(d) together
with the actual model (in red) and with the first approximation α1 in green.

(a) Earth Model 2 (b) Perturbation Operator for Model 2

(c) Model 2 no noise data (d) Model 2 no noise image

Figure 4: Model 2 imaging algorithm using noise free dataFigure 4. Model 2 imaging algorithm using noise free data
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As before we add noise to the data, with a standard deviation ranging from 0.001 to 0.01 (see 
Figures 5a, 5c, 5e). As expected, the image produced by the algorithm becomes distorted and makes 
it very difficult to extract any useful information from it (see Figures 5b, 5d, 5f).

As before we add noise to the data, with a standard deviation ranging from 0.001 to 0.01 (see Figures
5(a)(c)(e)). As expected, the image produced by the algorithm becomes distorted and makes it very
difficult to extract any useful information from it (see Figures 5(b)(d)(f)).

(a) Model 2 STD 0.001 noise data (b) Model 2 STD 0.001 noise image

(c) Model 2 STD 0.005 noise data (d) Model 2 STD 0.005 noise image

(e) Model 2 STD 0.01 noise data (f) Model 2 STD 0.01 noise image

Figure 5: Model 2 imaging algorithm with increasingly more noiseFigure 5. Model 2 imaging algorithm with increasingly more noise
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After applying the same threshold filter as before (see Figures 6a, 6c, 6e), the image clears up and, 
although some amplitude information is lost, the interfaces of the model are clearly delineated for 
all three levels of noise (see Figures 6b, 6d, 6f). In conclusion, for this second model, the combination 
of data filtering and inverse scattering algorithm works very well.

After applying the same threshold filter as before (see Figures 6(a)(c)(e)), the image clears up and,
although some amplitude information is lost, the interfaces of the model are clearly delineated for all
three levels of noise (see Figures 6(b)(d)(f)). In conclusion, for this second model, the combination of
data filtering and inverse scattering algorithm works very well.

(a) Model 2 STD 0.001 noise filtered data(b) Model 2 STD 0.001 noise filtered im-
age

(c) Model 2 STD 0.005 noise filtered data(d) Model 2 STD 0.005 noise filtered im-
age

(e) Model 2 STD 0.01 noise filtered data (f) Model 2 STD 0.01 noise filtered image

Figure 6: Model 2 imaging algorithm with increasingly more noiseFigure 6. Model 2 imaging algorithm with increasingly more noise
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3.3 MODEL 3: OSCILLATING VELOCITY
The third model consists of six interfaces located in water at depths of z1 = 100, z2 = 130, z3 = 

160, z4 = 200, z5 = 240, and z6 = 260 with the sound velocity inside of the layers having the values  
c0 = 1500 and then alternating between 1850 and 1625, respectively (see Figure 7a). This model is 
important to examine because it contains several velocity inversions and large velocity contrasts. 
The perturbation operator for this earth model is shown in Figure 7b. The data in this case consists 
of six primary reflections plotted in the depth domain in Figure 7c. Notice that the pulses alternate 
between positive and negative amplitude, which is consistent with the alternating velocity inver-
sions in the model. The output of the algorithm is shown in blue in Figure 7d together with the actual 
model (in red) and with the first approximation α1 in green.

3.3 Model 3: Oscillating Velocity

The third model consists of six interfaces located in water at depths of z1 = 100, z2 = 130, z3 = 160,
z4 = 200, z5 = 240, and z6 = 260 with the sound velocity inside of the layers having the values c0 = 1500

and then alternating between 1850 and 1625, respectively (see Figure 7(a)). This model is important
to examine because it contains several velocity inversions and large velocity contrasts.The perturbation
operator for this earth model is shown in Figure 7(b). The data in this case consists of six primary
reflections plotted in the depth domain in Figure 7(c). Notice that the pulses alternate between positive
and negative amplitude, which is consistent with the alternating velocity inversions in the model. The
output of the algorithm is shown in blue in Figure 7(d) together with the actual model (in red) and with
the first approximation α1 in green.

(a) Earth Model 3 (b) Perturbation Operator for Model 3

(c) Model 3 no noise data (d) Model 3 no noise image

Figure 7: Model 3 imaging algorithm using noise free dataFigure 7. Model 3 imaging algorithm using noise free data
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In the next step we add noise to the data, with the same standard deviation as before (see Figures 
8a, 8c, 8e). The image produced by the algorithm deteriorates accordingly as it can be seen in Figures 
8b, 8d, 8f.

In the next step we add noise to the data, with the same standard deviation as before (see Figures
8(a)(c)(e)). The image produced by the algorithm deteriorates accordingly as it can be seen in Figures
8(b)(d)(f)).

(a) Model 3 STD 0.001 noise data (b) Model 3 STD 0.001 noise image

(c) Model 3 STD 0.005 noise data (d) Model 3 STD 0.005 noise image

(e) Model 3 STD 0.01 noise data (f) Model 3 STD 0.01 noise image

Figure 8: Model 3 imaging algorithm with increasingly more noiseFigure 8. Model 3 imaging algorithm with increasingly more noise
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Filtering the noise using the same threshold filters cleans up the data as seen in Figures 9a, 9c, 
9ebut it also results in some loss of amplitude information in the final image (see Figures 9b, 9d, 9f). 
We notice however that the algorithm places all interfaces at their exact location.

Filtering the noise using the same threshold filters cleans up the data as seen in Figures 9(a)(c)(e) but
it also results in some loss of amplitude information in the final image (see Figures 9(b)(d)(f). We notice
however that the algorithm places all interfaces at their exact location.

(a) Model 3 STD 0.001 noise filtered data(b) Model 3 STD 0.001 noise filtered im-
age

(c) Model 3 STD 0.005 noise filtered data(d) Model 3 STD 0.005 noise filtered im-
age

(e) Model 3 STD 0.01 noise filtered data (f) Model 3 STD 0.01 noise filtered image

Figure 9: Model 3 imaging algorithm with increasingly more noiseFigure 9. Model 3 imaging algorithm with increasingly more noise
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4. CONCLUSION
In this paper, we tested the capability of an inverse scattering algorithm for imaging seismic data. 

The algorithm we investigated simultaneously images and inverts one-dimensional, one-parameter 
(velocity), acoustic reflection data. The algorithm does not require a velocity model or any other a 
priori information about the medium under investigation, the only input being a reference velocity 
(the speed of sound in water in this case) and the data collected in the experiment.

In our tests, we used three earth models and data which was corrupted by random noise of 
different magnitudes. These choices of earth models exemplify different conditions that can be 
found in a one-dimensional medium with variable velocity. As the level of noise was increased, we 
noticed that the image produced by the algorithm was deteriorating. Following standard seismic 
processing techniques, we applied a simple threshold filter to mute any signal with an amplitude 
lower than 0.05. This filter removed all the random noise but also some of the signal used in the 
imaging algorithm. After running the filtered data through the imaging algorithm, we noticed 
that the location of the interfaces of the seismic models were still perfectly located. The amplitude 
was also recovered satisfactorily although the noise and the applied filters affected the final image 
somewhat.

These results are promising and warrant further research. Some of the planned future work 
includes imaging data with missing low frequencies and extending the algorithm to 1.5 and  
2-dimensional media.
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PRESS SUMMARY
All imaging procedures (from seismic exploration to medical) assume a velocity model for their 
targeted media. For example, medical ultrasound assumes that human body is made out of water 
and therefore sound waves that traverse it propagate with a speed of 1500m/s. Seismic exploration 
methods also assume a more complex velocity model, which usually is inaccurate and produces false 
images of the subsurface. Inverse scattering theory provides an infrastructure that makes possible 
imaging without these initial assumptions. In this paper we present such an algorithm and show its 
ability to image noisy data.
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ABSTRACT
Maize, bean, and squash have been intercropped for thousands of years, sustaining Maya Indians and 
Native American tribes with bountiful harvests. Today it is widely recognized that this associated inter-
cropping system derives much of its success from symbiotic bacteria (e.g. Rhizobium). These bacteria 
colonize the roots of leguminous plants, allowing them to fix atmospheric nitrogen into ammonia. 
However, the effect of this intercropping practice on the microbial community, independent of the  
effect of the symbiotic nitrogen-fixing bacteria, is not well understood. Therefore, a study was de-
signed to model the effects of simultaneously intercropping bean and corn on the abundance of 
aerobic heterotrophic, free-living nitrogen-fixing, and symbiotic nitrogen-fixing bacteria, as well as 
plant growth and fecundity markers. In parallel, the benefits mediated by rhizobia were evaluated 
by inoculating a duplicate set of treatments with N-Dure, a rhizobia-containing inoculum. Native 
American varieties of pole-bean (Phaseolus vulgaris L.) and corn (Zea mays mays L.) were planted in 
monoculture and biculture treatments. All cultivations were maintained under greenhouse conditions 
for 52 days with daily watering and no additional fertilizer or microbial amendments. Although a sig-
nificant increase in weight per plant was noted for the inoculated biculture when compared to either 
the inoculated bean or corn monocultures (p ≤ 0.05), the abundance of heterotrophic and free-living 
nitrogen-fixing bacteria did not show a significant change from the related controls, with or without 
inoculation. However, symbiotic nitrogen-fixing bacteria, as measured by root nodulation, increased 
significantly (p ≤ 0.05) for the inoculated biculture and single planting. Thus, these data confirm that 
corn benefited from this associated intercropping system as shown by an increase in plant biomass 
that can be attributed to Rhizobium. However, neither the legume-bacteria symbiotic relationship 
nor the increase in plant biodiversity resulting from this intercropping practice appears to have had 
significant effects on the abundance of the two common soil-associated bacterial groups evaluated, 
though further research would be necessary to fully assess the changes to heterotrophic bacterial 
diversity at the species level.

KEYWORDS
Three Sisters; Nitrogen-fixing Bacteria; Inoculation with Rhizobia; Plant Growth Promoting Bacteria; 
Soil Microbial Biota; Corn and Bean Simultaneous Planting.

1. INTRODUCTION
The practice of an associated intercropping, maize and bean specifically, can be traced to the 

Yucatan peninsula over 6000 years ago, where the Maya Indians employed a milpa system of  
agriculture: maize, common or lima bean, and native squash seeds haphazardly planted together 
in the same hole1,2. As staple agricultural crops were being domesticated between 12,000 and 6,000 
years ago throughout North America3, planting schemes involving maize, bean, and squash were 
being optimized. This successful planting scheme was shared with neighboring tribes, making its 
way to the Northeastern US between 1,000–1,200 A.D. 1,2,4, where it was known as the Three Sisters.

Scientists have since been able to shed light on why the intercropping practice was so productive. 
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A key reason for the success of the triumvirate of squash, maize, and bean is the fact that their 
above- and below-ground physical growth characteristics are complementary and in some cases fa-
cilitate each other.5-7 Considering the above-ground characteristics, squash forms the lower canopy 
of this system and produces dense foliage that shades the ground, lowering the ground temperature 
while promoting moisture retention and weed suppression.7, 8 Maize then forms the vertical canopy 
of this system,5 serving as a structure on which the beans can climb; thus, the growth characteris-
tics of corn complements those of beans.9 Lastly, bean utilizes the unoccupied mid-story between 
squash and maize, in turn maximizing use of available sunlight for photosynthesis.5, 10

Considering the below-ground characteristics, the large lateral root architecture of corn comple-
ments the vertical taproot growth of beans and squash, resulting in efficient utilization 5, 11, 12 and 
sharing of resources.13, 14 Second, arbuscular mycorrhizal fungi commonly associated with legumes 
have been credited with facilitating the transfer of nitrogen and other available resources to other 
non-leguminous plants,13, 15 especially during root decomposition.16 Third, Rhizobium species that 
are commonly associated with legumes have been shown to inhibit the growth of soil-borne patho-
gens (e.g. Fusarium spp., Phytophthora root rot).17-19 Lastly, and arguably most importantly, bacteria 
symbiotic with leguminous plants fix atmospheric nitrogen into ammonia.20, 21 This self-sustaining 
source of biologically available nitrogen is accessible to the bean, in turn promoting plant growth.22 
The symbiotic relationship between bean and Rhizobium may be enhancing the growth of the in-
tercropped plants in three ways: (i) by reducing the effect of beans as competitors for nitrogen in 
the soil, and/or, (ii) by ‘leaking’ excess nitrogen into the soil via root exudates that the other plants 
can access23 and/or, (iii) by making a useful form of atmospheric nitrogen available to surrounding 
non-legumes through the decomposition of bean biomass. The optimization of the conversion of 
atmospheric nitrogen to ammonia by Rhizobium has been the focus of novel sustainable intercrop-
ping practices, including the development and application of bacterial soil inoculants that promote 
plant productivity.24-26 One study revealed a correlation between the abundance of indigenous  
rhizobia to the efficacy of the inoculant to promote root nodulation (i.e. low initial rhizobia popu-
lation resulted in an increase in the quantity and mass of nodules).27

Although foliar and root complementation can at least partially explain the growth and perfor-
mance benefits yielded by the Three Sisters planting scheme, it is also possible that the increase 
in plant biodiversity, specifically from a monoculture to a biculture or polyculture, facilitates a 
beneficial change to the soil microbial community28-31 in ways that promotes microbial heteroge-
neity and reduction of pathogenic species.17-19 In addition, Spehn et al. (2000) reported a significant 
positive correlation between plant species richness and microbial biomass. They also noted that 
when legumes were absent, microbial biomass declined significantly regardless of plant species 
diversity, suggesting that the presence of beans in a biculture or polyculture planting may impact 
the abundance of soil microbes. In addition to symbiotic bacteria (e.g. Rhizobium spp.), associated 
rhizosphere bacteria (e.g. Pseudomonas spp.) have been found to significantly promote the growth 
of non-legumes (e.g. maize, wheat, barley, mustard) either in combination with symbiotic microor-
ganisms or independently.32-34 This suggests that a change in the composition of the bacterial com-
munity, such as an increase or decrease in free-living nitrogen fixers or other plant growth-promot-
ing rhizobacteria (PGPR), may potentially benefit corn directly by converting soil-based resources 
into biologically available forms or facilitating plant absorption of insoluble minerals. 

Focusing specifically on legume-maize intercropping experiments, several reports provide 
evidence indicating significant benefits for maize, the legume, or both plants when they are in-
tercropped,35-38 though contradictory evidence exists as well.39-41 It is widely accepted that rotat-
ing42 between or intercropping a cereal and legume crop, coupled with an adequate population of 
symbiotic nitrogen-fixing bacteria and/or PGPR have generally positive influences on agriculture.  
However, it is not clear whether these are mutually exclusive: are rhizobia solely responsible for the 
improved growth and performance experienced by the Three Sisters? Or have bean and/or corn 
facilitated a positive, synergistic effect on the general heterotrophic bacterial community that is 
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known to accompany a diverse planting? Noting that squash appears to serve this intercropping 
system only by promoting weed suppression and moisture retention, the scope of initial testing was 
reduced to focus on the effects of corn on beans and vice-versa, making the experimental design 
more manageable. As such, the purpose of this study was to investigate whether soil microbial biota 
can be identified as the major mediators of enhanced plant growth. The three features of the soil 
microbial biota investigated were the abundance of: (i) symbiotic leguminous nitrogen-fixing bac-
teria (e.g. Rhizobium spp. and Bradyrhizobium spp.), as measured through nodulation of the bean 
root system; (ii) free-living nitrogen-fixing bacteria, (used as an indicator of a change in the plant 
growth promoting bacterial population) and (iii) heterotrophic bacteria (used as a general indicator 
of large-scale effects on the bacterial community).

Our hypotheses are that intercropping corn and bean will promote conditions, independent of 
inoculation, that: (a) result in the increased nodulation of the bean root system indicating an in-
crease in the symbiotic nitrogen-fixing bacterial population; (b) result in a decrease in the abun-
dance of free-living nitrogen-fixing bacteria, which in turn represents a general change in the 
composition of the free-living heterotrophic bacterial community; and, (c) facilitate enhanced, 
concomitant growth of bean and corn in response to these effects.29 To address these hypotheses, 
plant performance was assessed for corn and bean under three cultivation conditions: (1) corn and 
bean planted singly (i.e. one plant per pot); (2) two corn or bean plants cultivated in an individual 
pot (hereafter referred to as “monoculture”); and, (3) one corn and one bean plant cultivated in the 
same pot (hereafter referred to as “biculture”). To assess the role of symbiotic nitrogen-fixing bac-
teria, we inoculated a duplicate set of the aforementioned treatments with N-Dure, a commercial 
soil inoculum containing Rhizobium and Bradyrhizobium spp. Total heterotrophic and free-living 
nitrogen-fixing bacteria were quantitated for all treatments.

2. MATERIALS AND METHODS
Native American varieties of Phaseolus vulgaris L. (Fortex pole-bean, Hinterland Trading) 

and Zea mays mays cv. Mandan Bride (Organic Mandan Bride corn, Hirt’s Gardens) were grown  
under temperate greenhouse conditions during the months of July and August 2013 in Elmhurst, 
IL. Plants were grown in a previously unused fertilizer enriched potting soil (NPK 12:9:7; Schultz®, 
Infinity Lawn and Garden, Inc.; nutrient content was assumed as advertised by the manufacturer) 
for 52 days, with water supplied on average every 24 hours and without additional fertilizer.

3. SEED SELECTION AND PREPARATION
Based on a 30-day preliminary study demonstrating size-dependent germination success (data 

not shown), bean seeds weighing 0.43g – 0.55g were selected; this correlation was not demonstrated 
by the corn seeds, therefore these seeds were randomly selected. All seeds were rinsed in sterile 
water prior to being forcibly germinated. Germination was forced by arranging the seeds between 
damp paper towels inside new polyethylene zipper storage bags, and storing those bags in a dark 
growth chamber maintained at 30°C. Upon visual inspection, only seeds that produced a well-
formed radicle were selected for planting.

4. EXPERIMENTAL DESIGN
To investigate the effect of associated intercropping on corn and bean growth, five treatments 

were imposed (N=3): Corn and bean were either planted alone (referred to as C or B), in mono-
cultures comprised of two corn (CC) or two bean (BB) plants in the same pot, or in a biculture 
comprised of one corn and one bean in the same pot (CB). To identify the effect of rhizobia on plant 
performance and on the abundance of key microbial communities in each condition, an identical 
set of treatments was established that were inoculated with N-Dure, an alfalfa/true clover inocu-
lant (INTX Microbials, LLC) containing Bradyrhizobium japonicum and Rhizobium species. Both 
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corn and bean radicle-producing seeds were gently rolled in the inoculant prior to planting using  
sterile tweezers, and the surface of the soil was amended with approximately 1g of inoculant post 
planting. Unplanted soil controls with and without N-Dure were maintained under the previously 
mentioned conditions. All forcibly germinated seeds were gently placed in the soil to a depth of 2–4 
cm, radicle down, and approximately 5 cm apart in the pot if planted in monoculture or biculture 
treatments. 

5. PLANT MEASUREMENTS
The plants were grown for 52 days, at which time the experiment was terminated and various 

measures of plant and bacterial growth were recorded. For corn, the following data points were 
collected: stalk height as determined from just above root system to tallest point of the top leaf, 
number of leaves with visible leaf collars excluding visibly deteriorated lower leaves, presence of 
exposed tassel, and aboveground biomass. For bean, the following data points were collected: num-
ber of trifoliate leaves excluding visibly deteriorated lower leaves, number of flowers and bean pods, 
and aboveground biomass. The root systems of all bean plants were destructively sampled for root 
nodules. To ensure comparable results across replicates, a minimum nodule size (diameter ≥ 1 mm) 
and time limit threshold (90 minutes) was established, and nodules subsequently enumerated.

6. BACTERIAL MEASUREMENTS
Prior to using the newly procured potting soil, a three-point most probable number (MPN) dilu-

tion technique carried out to a 1011 dilution43 was executed at T0 for both general heterotrophs and 
free-living nitrogen-fixing bacteria. After collecting the aboveground measurements, the numbers 
of culturable aerobic heterotrophic and free-living nitrogen-fixing bacteria were enumerated using 
the same MPN technique. The 100 soil inoculation sample (0.5g) was collected from the center 
of each pot approximately 1–2 cm below the surface, or between mono- or biculture treatments 
where applicable. Aerobic heterotrophs were enumerated using a half-strength nutrient broth  
(Difco). Free-living nitrogen-fixing bacteria were enumerated using a modified Ashby’s nitro-
gen-free broth containing the following per liter: mannitol 20g; K2PO4 0.2g; MgSO4 ∙ 7H2O 0.25g; 
NaCl 0.2g (Ashby, 1907); Tanner’s trace metals 5ml; and CaCO3 3g.44 Individual broth tubes were 
scored positive if visible growth was observed after an incubation period of 48 hours at 23°C for 
aerobic heterotrophs, or after an incubation period of 7 days at 23°C for free-living nitrogen fixers.  

7. STATISTICAL ANALYSIS
A series of Student’s t-tests were performed to evaluate the effects of the associated intercrop-

ping system and the inoculation treatments on the plant and microbial measurements. In addition, 
an evaluation of the correlation between two quantitative variables (e.g., nodules per bean plant  
versus weight per plant) and the inoculation treatment or associated intercropping system was per-
formed using analysis of variance (ANOVA), noting data were normally distributed (Shapiro-Wilk; 
p > 0.05). Where the ANOVA indicated significant effects or interactions, a Tukey’s HSD post-hoc 
multiple means comparison test was used to identify the specific differences in among treatment 
conditions. Significance of difference was evaluated at p ≤ 0.05 for all statistical analyses. Data  
analyses were performed in Microsoft Excel® (version 14.3.9, 2011) and in R©, freeware made avail-
able by The R Foundation for Statistical Computing (version 3.0.1, 2013).

8. RESULTS
Although the productivity of various intercropping designs has been studied at length,22, 35-41 the 

focus of this research was placed on the microflora. We sought to evaluate the microbial response 
and subsequent impact on plant performance of a corn-bean biculture planting scheme. In this 
study we attempted to identify the effects of intercropping Native American varieties of bean and 
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corn on the growth and fecundity of each individual of the biculture or monoculture. These results 
were then compared to the abundance of bacteria enumerated for each replicate, inoculated and 
not inoculated with rhizobia, with the goal of revealing correlations between plant performance 
and a change in the composition of the microbial community.

9. PLANT BIOMASS AND CHARACTERISTICS

Bean-Corn Biculture

The corn plants present in the inoculated biculture demonstrated a statistically significant  
increase in weight per plant when compared to the inoculated corn monoculture (Figure 1; p=0.025); 
this represented the second largest mean biomass weight recorded for corn, following singly planted 
corn. These data also revealed a statistically significant 44% increase in corn biomass weight when 
comparing the inoculated to the un-inoculated biculture planting treatments (Table 1, p=0.034). 
The bean plant present in the inoculated biculture planting treatment however, was not statistically 
different from the inoculated bean monoculture (Figure 2; p=0.30). In addition, a 51% increase in 
bean biomass weight was noted when comparing the inoculated to the un-inoculated biculture 
planting treatments, but again this was not statistically significant (Table 2, p=0.117). Out of all 
un-inoculated treatments containing bean or corn, lowest biomass values were recorded for the 
biculture, though this was not significantly different from either the bean or corn monoculture 
treatments, respectively. 

Figure 1. Comparison of mean aboveground biomass weight per corn plant for each 
inoculation treatment across each planting scheme. Empty bars represent single corn 
plantings (C), light-grey bars represent monoculture corn plantings (CC), and dark-grey bars 
represent corn-bean biculture plantings (CB). Bars are mean values ± SE, N=3. Significant 
differences are denoted with an *, ^, and ** (p ≤ 0.05, Student’s t-test) 
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Figure 1. Comparison of mean aboveground biomass weight per corn plant for each inoculation treatment across each 
planting scheme. Empty bars represent single corn plantings (C), light-grey bars represent monoculture corn plantings 
(CC), and dark-grey bars represent corn-bean biculture plantings (CB). Bars are mean values ± SE, N=3. Significant 
differences are denoted with an *, ^, and ** (p ≤ 0.05, Student’s t-test)
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Figure 2. Comparison of mean aboveground biomass weight per bean plant for each 
inoculation treatment across each planting scheme. Empty bars represent single bean 
plantings (B), light-grey bars represent monoculture bean plantings (BB), and dark-grey bars 
represent corn-bean biculture plantings (CB). Bars are mean values ± SE, N=3. Significant 
differences are denoted with an * and ^ (p ≤ 0.05, Student’s t-test) 
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Figure 2. Comparison of mean aboveground biomass weight per bean plant for each inoculation treatment across each 
planting scheme. Empty bars represent single bean plantings (B), light-grey bars represent monoculture bean plantings 
(BB), and dark-grey bars represent corn-bean biculture plantings (CB). Bars are mean values ± SE, N=3. Significant 
differences are denoted with an * and ^ (p ≤ 0.05, Student’s t-test)

The inoculation had a significant positive effect on the number of root nodules found on 
the biculture bean, representing a 690% increase from the un-inoculated biculture bean  
(Figure 3; p=0.043). While, nodulation of the bean root system for the un-inoculated planting treat-
ments was found to be similar between the biculture and the singly planted bean (p=0.754). 

No significant differences were noted with the additional plant characteristics recorded for the 
biculture bean (number of trifoliate leaves, number of flowers, number of seed pods, nodule count; 
Table 2) or the biculture corn (number of collared leaves, presence of tassel; Table 1).
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Figure 3. Comparison of mean nodule count per bean plant for each inoculation treatment 
across each planting scheme. Empty bars represent single bean plantings (B), light-grey 
bars represent monoculture bean plantings (BB), and dark-grey bars represent corn-bean 
biculture plantings (CB). Bars are mean values ± SE, N=3. Significant differences are 
denoted with an * and ^ (p ≤ 0.05, Student’s t-test) 
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Figure 3. Comparison of mean nodule count per bean plant for each inoculation treatment across each planting scheme. 
Empty bars represent single bean plantings (B), light-grey bars represent monoculture bean plantings (BB), and dark-
grey bars represent corn-bean biculture plantings (CB). Bars are mean values ± SE, N=3. Significant differences are 
denoted with an * and ^ (p ≤ 0.05, Student’s t-test)
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Bean Single and Monoculture

In the un-inoculated treatment, bean root nodules were significantly higher in monocultures 
when compared to the single and biculture planting treatments (p=0.005, p=0.007, respectively), 
suggesting a facilitative effect of conspecifics on nodule growth.45 The inoculation had a positive 
effect on the number of root nodules found on the single and monoculture bean, (711% and 47% 
increase, respectively), though this was only statistically significant for the singly planted bean 
(p=0.011). Furthermore, nodule count per plant was significantly, positively correlated with bean 
biomass weight (p=0.001), which agrees with the known symbiotic relationship between legumes 
and rhizobia.46, 47 

The inoculated single bean planting treatments demonstrated higher biomass values when 
compared to the inoculated bean monocultures (p=0.010; Figure 2). Furthermore, highest bean 
biomass values were achieved under the single planting treatment that was inoculated, and were 
nearly double the biomass weight as those found in monocultures and bicultures. However, there 
were no significant differences noted in bean growth between the inoculated and un-inoculated  
monocultures, which generally agrees with the evidence showing that root nodule growth in 
monocultures were similar between inoculation treatments, and root nodules were positively  
correlated with growth.

No significant differences were noted with the additional bean plant characteristics recorded for 
either the single or monoculture bean (number of trifoliate leaves, number of flowers, number of 
seed pods, nodule count; Table 2).

Corn Single and Monoculture

Corn growth in the absence of bean was unaffected by the inoculation. The singly planted corn, 
regardless of the inoculation condition, demonstrated significantly higher biomass values when 
compared to the respective bicultures (inoculated, p=0.045; un-inoculated, p=0.002) and the corn 
monocultures (inoculated, p=0.010; un-inoculated, p=0.005; Figure 1). Highest corn biomass values 
were achieved under the single planting treatments, and were nearly twice the biomass weight as 
those in monocultures and bicultures. This difference can be attributed to the height of the stalk, 
which was statistically significant between the single and monoculture corn conditions (p=0.030).  
No other significant differences were noted with the additional corn plant characteristics recorded 
(number of collared leaves, presence of tassel; Table 1).
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CORN Weight per plant 
(g)

Height of stalk per 
plant (cm)

No. of leaves per 
plant

Tassel  
present

Un-inoculated

Single 97.8a ±5.0 105.3a ±6.1 6.7 ±0.6 0.3 ±0.3

Mono 52.1a ±6.4 110.3a ±5.0 5.0 ±1.2 0.3 ±0.3

Biculture 47.4a,b ±4.7 86.7a ±0.9 5.7 ±0.7 0.3 ±0.3

Inoculated

Single 103.6a ±11.3 130.3a ±11.1 7.7 ±1.2 0.3 ±0.3

Mono 51.2a ±6.5 91.0a ±4.1 5.3 ±0.9 0.0 ±0.2

Biculture 68.2a,b ±4.7 106.0a ±8.7 5.3 ±0.3 0.0 ±0.0

a The sample means for the biomass characteristic were significantly different within the inoculation treatment. 
Details regarding which planting scheme pairs were significantly different are discussed in the RESULTS 
section and supporting figures.

b The sample means for the biomass characteristic of the planting scheme were significantly different across 
inoculation treatments (i.e., un-inoculated treatment compared to the inoculated treatment).

Table 1. Effect of inoculation treatment on corn biomass measurements across planting schemes. Mean values of 
the three replicates are presented supplemented by the standard error (N = 3 per planting treatment within each 
inoculation treatment)

BEAN Weight per 
plant (g)

No. of  
trifoliate leaves 

per plant

No. of flowers 
per plant

No. of seed 
pods per plant

No. of nodules 
per plant

Un-inoculated

Single 24.0a,b ±1.7 6.7 ±0.7 1.0 ±0.6 0.7 ±0.7 23.3a,b ±10.5

Mono 27.4a ±5.5 8.5 ±1.8 2.0 ±0.8 0.0 ±0.0 124.3a ±14.7

Biculture 19.0 ±4.2 6.3 ±2.3 1.0 ±0.6 0.3 ±0.3 17.3a,b ±14.4

Inoculated

Single 41.3a,b ±5.1 12.7 ±2.3 2.3 ±0.9 1.7 ±1.7 189.3b ±35.9

Mono 25.0a ±11.0 9.0 ±2.0 2.5 ±1.5 1.7 ±0.7 182.2 ±55.4

Biculture 28.8a ±4.4 10.3 ±0.3 2.3 ±1.3 1.7 ±0.9 137.0b ±38.4

a The sample means for the biomass characteristic were significantly different within the inoculation 
treatment. Details regarding which planting scheme pairs were significantly different are discussed in the 
RESULTS section and supporting figures.

b The sample means for the biomass characteristic of the planting scheme were significantly different across 
inoculation treatments (i.e., un-inoculated treatment compared to the inoculated treatment).

Table 2. Effect of inoculation treatment on bean biomass measurements across planting schemes. Mean values of 
the three replicates are presented supplemented by the standard error (N = 3 per planting treatment within each 
inoculation treatment)

10. BACTERIAL ABUNDANCE
Neither the heterotrophic nor the free-living nitrogen-fixing bacterial abundance MPNs demon-

strated a statistically significant difference from the unplanted control pots inoculated with or 
without rhizobia (Table 3), and the unplanted control pots at T52 were not significantly different 



 Volume 12 | Issue 4 | November 2015  65

American Journal of Undergraduate Research www.ajuronline.org

from the T0 controls. In addition, though not statistically significant, the abundance of free-living 
nitrogen fixers increased in the un-inoculated biculture when compared to the inoculum positive 
control pots (p=0.064, Figure 4).

Figure 4. Free-living nitrogen fixing bacteria abundance using MPN 
enumeration technique.  Results are presented for the combined bacterial 
abundances of corn and bean; i.e. single and monoculture MPN bars represent 
single bean + single corn and mono-bean + mono-corn, respectively.  This was 
done for ease of reporting; no significant differences were noted for plant-based 
MPN.  Mean abundance of free-living nitrogen-fixing bacteria for each planting 
scheme were compared across inoculation treatments. Dark-grey bars 
represent un-inoculated plantings, and light-grey-dotted bars represent 
inoculated plantings. Bars are mean values ± SE, N=3 (p ≤ 0.05, Students’ t-test 
and ANOVA) 
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Figure 4. Free-living nitrogen fixing bacteria abundance using MPN enumeration technique. Results 
are presented for the combined bacterial abundances of corn and bean; i.e. single and monoculture MPN 
bars represent single bean + single corn and mono-bean + mono-corn, respectively. This was done for 
ease of reporting; no significant differences were noted for plant-based MPN.  Mean abundance of free-
living nitrogen-fixing bacteria for each planting scheme were compared across inoculation treatments. 
Dark-grey bars represent un-inoculated plantings, and light-grey-dotted bars represent inoculated 
plantings. Bars are mean values ± SE, N=3 (p ≤ 0.05, Students’ t-test and ANOVA)

General Heterotrophs (MPN) Free-living Nitrogen fixers (MPN)

Un-inoculated

Control 8.05 × 1010 ±2.95 × 1010 2.96 × 102 ±6.53 × 101

Single Bean 3.90 × 1010 ±3.55 × 1010 1.62 × 103 ±6.93 × 102

Single Corn 8.05 × 1010 ±2.95 × 1010 2.90 × 102 ±6.89 × 101

Double Bean 1.10 × 1011 ±0 6.31 × 102 ±2.17 × 102

Double Corn 1.10 × 1011 ±3.67 × 107 1.22 × 103 ±5.63 × 102

Bean + Corn 1.10 × 1011 ±0 3.86 × 104 ±3.67 × 104

Inoculated

Control 5.10 × 1010 ±2.95 × 1010 2.24 × 102 ±6.67 × 100

Single Bean 1.10 × 1011 ±0 3.91 × 102 ±2.78 × 102

Single Corn 1.10 × 1011 ±0 5.98 × 102 ±4.38 × 102

Double Bean 1.10 × 1011 ±0 2.42 × 103 ±9.81 × 102

Double Corn 8.05 × 1010 ±2.95 × 1010 3.91 × 103 ±2.71 × 103

Bean + Corn 3.79 × 109 ±3.60 × 109 1.39 × 103 ±4.59 × 102

Table 3. Effect of planting and inoculation treatment on microbial abundance. Mean values of the three 
point MPN are presented supplemented by the standard error
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11. DISCUSSION
This study sought to investigate the impacts of a Native American inspired intercropping system 

on the microbial community, and to link the changes in the soil microbial biota abundance and the 
overall general heterotrophic community composition to the improved performance experienced 
by the individual plants. The Three Sisters planting scheme was purposefully deconstructed to 
focus on the interactions between the plants having the greatest reported effect on microbial com-
munities, that being corn and bean. The microbe-facilitated interactions were assessed through 
the quantification of symbiotic leguminous nitrogen-fixing bacteria and free-living nitrogen-fixing 
bacteria, as evaluated through bean root nodulation and an MPN assay, respectively. The changes 
observed in the microbial community were then compared to growth and fecundity characteristics 
of both corn and bean, by planting treatment and inoculation treatment. The results of this study 
indicate that symbiotic nitrogen-fixing bacteria (i.e. rhizobia) are mediating most growth benefits 
realized by intercropped corn, while the bean neither gains nor loses in this biculture when com-
pared to the monoculture system. 

The first hypothesis sought to identify the effect of simultaneously intercropping corn and bean 
on the symbiotic leguminous bacterial population as realized through an increase in the number 
of nodules found on the biculture bean root system, focusing primarily on the un-inoculated plant-
ing treatment. If the benefits of intercropping are independent of inoculation, then perhaps bean 
is driven to fix greater amounts of atmospheric nitrogen to support its metabolic needs, as well 
as those of the associated crop. Unfortunately, plant performance was not significantly different  
between either plant in the un-inoculated biculture compared to the monoculture (same condi-
tions). Therefore, the hypothesis could not be supported by the data gathered. This was unexpected 
noting that Dawo et al. (2007) witnessed highest biomass yields when Phaseolus vulgaris and Zea 
mays were simultaneously intercropped and not inoculated with symbiotic leguminous bacteria. 
The replication and sampling plan was originally designed to support microbiological practices, 
yet may have generated insufficient data on which to accept the hypothesis, noting that Dawo et al. 
planted a 432m2 field at densities ranging from 50,000 – 100,000 plants ha-1. However, additional 
research has revealed differing results for similar un-inoculated, intercropped maize-legume sys-
tems. For example, Martin et al. (1990) reported highest corn yields from outdoor plots when it was 
monocropped vs. simultaneously intercropped with soybean. Risch and Hansen (1982) reported 
similar results from outdoor plots with a bean-corn-squash polyculture, noting that the per plant 
yields of both corn and squash decreased significantly, though bean yield benefited significantly. 
Although no benefits were realized by the un-inoculated bicultures, significant plant growth was 
observed for the biculture corn when coupled with significant nodulation of the bean root system, 
but only when this planting treatment was inoculated. This was not completely unexpected, recog-
nizing previous research had reported benefits realized by corn when the maize-legume bicultures 
were collectively inoculated with symbiotic leguminous bacteria.22, 25, 26 The results of this research 
suggest that the inoculated biculture corn indirectly benefited from either the increased nodulation 
of the bean as a result of an increased abundance of symbiotic nitrogen-fixing bacteria or through 
a change in the composition of plant-growth promoting rhizobia. Noting that the inoculated bi-
culture bean performed equally as well when planted in monocultures, and the biculture bean 
appeared to recover from the reduced growth experienced under the un-inoculated condition (i.e. 
the inoculated biculture bean witnessed a 52% increase in biomass weight from the un-inoculated 
biculture bean, though this was not statistically significant), this further suggests that symbiotic ni-
trogen-fixing bacteria may also be ameliorating the competitive effects of corn on bean when these 
plants are intercropped. The results witnessed during this experiment differ from those reported 
by Searle et al. (1981), where no effect on corn grain yield was noted and legume biomass decreased 
when these plants were intercropped and inoculated.

The second hypothesis sought to link a change in the abundance of free-living nitrogen-fixing 
bacteria regardless of inoculation treatment to benefits realized in the biculture, and concomi-
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tantly, both corn and bean growth would be facilitated.29 However, no link could be established 
between a change in free-living nitrogen-fixing bacterial abundance and the aboveground plant 
growth and performance. Instead, the abundance of free-living nitrogen-fixing bacteria increased 
in the un-inoculated biculture treatment when compared to the related unplanted control pots, 
however this was not statistically significant. These results were unexpected noting that Keswani 
(1976) reported an increase in rhizosphere microbial populations when maize and soybean were 
intercropped and un-inoculated, while also noting a significant increase in maize yield compared 
to a monoculture. Therefore, the bacterial abundance assessment performed may have been an 
ineffective measure of the full contribution mediated by free-living soil bacteria under a bicul-
ture planting scheme. For example, Pseudomonas denitrificans, P. rathonis, Bacillus laevolacticus,  
B. amyloliquefaciens, and Arthrobacter simplex, all aerobic or facultative anaerobic heterotrophic 
soil species, have been found to promote plant growth of maize,49 along with Azotobacter spp., an 
aerobic free-living nitrogen-fixing soil bacterium.50 Noting no evidence of a significant change in 
abundance of free-living nitrogen-fixing bacteria, an evaluation of the change in species richness 
of general heterotrophic bacteria may have offered the expected correlation.

The third hypothesis considers the potential impact on both corn and bean growth when it is 
intercropped, as witnessed through the combined effects of a shift in free-living heterotrophic 
bacterial community composition and an increase in symbiotic leguminous bacteria as realized 
through increased nodulation of the bean root system. This can be best assessed through the results 
obtained for the inoculated biculture corn. Although not statistically significant, the decrease in 
abundance of free-living nitrogen-fixing bacteria for the inoculated biculture, coupled with the 
increased nodulation of the inoculated biculture bean suggests the inoculated biculture corn ben-
efited from the facilitation provided by this intercropping system. This can be supported through 
the finding that the biculture corn realized significant benefits when inoculated. This appears to 
indicate that the inoculated biculture bean produced excess fixed nitrogen, making this resource 
available to corn, the transference of which is commonly mediated by mycorrhizal fungi.13, 15, 16, 24 
Isotopic analysis providing evidence of the transference of nitrogen from legumes to maize has re-
vealed a complex system of resource sharing between these intercropped plants,13 and it is clear that 
legumes inoculated with Rhizobium and intercropped with a cereal have been found to generate 
significantly higher amounts of ammonia both under field and greenhouse growing conditions.24 

Specifically, Patra et al. (1986) reported that inoculated maize-intercropped legumes fixed approx-
imately 32% of the total nitrogen utilized by maize.

Weight per plant across both inoculation treatments consistently demonstrated highest means 
for the single planting scheme. This was a reasonable expectation recognizing neither the single 
bean nor the single corn had to compete with other plants for soil-based resources. In effect, these 
treatments received access to twice the resources made available to either the monoculture or the 
biculture. The spatial arrangement and density of the legume-maize intercropping practice has 
been reported to significantly impact the yields of both plants, recognizing the competition for 
available growth limiting nutrients directly influences the success of this planting scheme.51-53  
In evaluating the single bean results, it appears the inoculation facilitated a significant increase in 
bean growth, suggesting that nitrogen was a limiting resource that was mitigated by an increase in 
nitrogen-fixation activities performed by the bean root nodules. However, when this trend was not 
similarly demonstrated by the monoculture, either through an increase in biomass weight or root 
nodulation on a per plant basis, this suggests that physical space between plants51, 52 may be just as 
important as the inoculation. 

Although this research did not reveal a significant increase or decrease in the abundance of 
free-living nitrogen-fixing bacteria, which suggests little change in the overall composition of the 
general heterotrophic community, symbiotic nitrogen-fixing bacteria appeared to be responsible 
for mediating the benefits realized by bean and corn. The debate lies in whether rhizobia alone are 
directly or indirectly responsible. Research has found that bacterial diseases are inhibited54 and the 
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soil bacterial composition is significantly impacted when legumes are intercropped with maize or 
other cereal crops without inoculation.55, 56 Furthermore, Rhizobium inoculation has been linked 
to a decrease in bacterial diversity.27 

Regardless of the inoculation treatment, when these two ‘sisters’ are planted simultaneously and 
in close proximity, the bean-corn intercropping system reaps rewards greater than or equal to a 
monocrop system. The physical growth synergies realized both above and below ground by corn 
and bean, coupled with mutualistic microbial interactions represent a complex set of factors that 
govern this intercropping system. In an effort to fully vet the contributions made directly or fa-
cilitated indirectly by the bacterial community will require further research. First, squash should 
be incorporated into the planting treatments to allow for a more complete evaluation of bacterial 
abundance changes as a result of intercropping all three ‘sisters’. Second, alternative methods may 
need to be employed. It is possible the microbial community associated with a Three Sisters plant-
ing scheme changes over time, which would suggest the use of soil obtained from a garden where 
these plants have been intercropped for successive growing seasons. Third, it is possible that the 
sample sizes appropriate for microbiological assays may have been insufficient to achieve the levels 
of significance necessary when conducting plant assays. As a result, plant replicates and sampling 
would need to be increased in order to fully vet the currently suggestive trends in the microbiolog-
ically mediated performance of corn and bean. Lastly, even though the MPN did not reveal signif-
icant changes in the abundance of the microbial communities we evaluated, it is possible that the 
abundance of specific general heterotrophic species are impacted by this intercropping system, in 
turn positively affecting the composition of the entire soil bacterial community. Valuable insights 
could be ascertained through the use of molecular techniques, allowing for detection and discern-
ment of important shifts in species that may contribute to the success of this intercropping system.
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PRESS SUMMARY
Many studies have sought to unravel the mechanisms by which the practice of intercropping corn and 
bean have benefited both plants, in turn providing explanation of its success and bountiful harvest for 
thousands of years. Although it is widely accepted that Rhizobium spp., the symbiotic nitrogen-fixing 
bacteria colonizing legume root systems, facilitates many of these benefits, it was unclear whether 
other bacteria also played a role. It was hypothesized that when bean and corn were intercropped, 
the abundance of free-living nitrogen-fixing bacteria would decrease while the abundance of gener-
al heterotrophic bacteria remained the same indicating that the planting practice itself triggered a 
plant-beneficial microbial composition response. Therefore, we prepared and maintained two planting 
conditions, with and without rhizobium bacteria inoculation, and evaluated the results.
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ABSTRACT
Point Spread Function (PSF) photometry of open star clusters Melotte 72 and NGC 2158 was per-
formed using g and r band data from the Sloan digital Sky Survey (SDSS) Data Release 7. Instrumental 
magnitudes of stars in both bands were transformed into calibrated magnitudes using standard equa-
tion. Color-Magnitude (CM) diagrams were produced and compared with the SDSS isochrones for AB 
stellar system for different ages and/or metallicities. The objective of this study was to determine the 
physical parameters (age, distance, metallicity, reddening) of open clusters from CM diagrams. The 
best fit isochrones were used to estimate cluster parameters. The observed parameters were then 
compared with the WEBDA data base.

KEYWORDS
PSF Photometry, Melotte 72, SDSS, NGC 2158, Isochrone Fitting, IRAF

1. INTRODUCTION
A stellar cluster is a collection of gravitationally bound stars having similar chemical compo-

sition, age and are at the same distance from the sun. Born at the same time and from the same 
molecular cloud, the members of star clusters travel together through space. They are classified as 
open (galactic) clusters and globular clusters. Open clusters are relatively smaller in size with hun-
dreds to a few thousand stars contained within a diameter of about 30,000 light years across. Stars 
in open clusters are young (bluish) mostly presented in irregular galaxies or in the galactic plane of 
spiral ones. Using the techniques of photometry, the important parameters of open clusters can be 
determined from the light received on earth. 

Open clusters are important to study as they help to understand the processes involved in stellar 
evolution by acting as stellar laboratories1 and the assembly and evolution of the Milky Way thin 
disc.2 Two of major variables of stellar evolution, composition and age are identical among all the 
stars of open clusters — thus open cluster represents a snapshot of hundreds of stars having iden-
tical ages and compositions but different masses. In short, an understanding of a star’s “life story” 
can be patched together without having to follow a few individuals from birth to death.

The most basic tool for studying stellar clusters is the Hertzsprung-Russell diagram (HR dia-
gram). It relates the absolute magnitude (luminosity) and temperature (spectral type) of each star 
in a cluster which then provides a way of looking into the evolution of clusters. Instead of tem-
perature, when color is plotted against absolute magnitude, a Color Magnitude Diagram (CMD) is 
obtained. CMDs are of great importance to the theories of stellar evolution. 

Isochrones are the curves showing same age stars on the HR diagram; as the stars of an open 
cluster are of same age, these curves can be used to estimate their age. In this research, color magni-
tude diagrams, obtained using Point Spread Function (PSF) photometry, have been assessed against 
various isochrones. The best fit isochrone helped estimate the parameters of selected clusters.
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PSF photometry is a more powerful technique than traditional Aperture photometry. PSF pho-
tometry is based on the fact that there is same basic profile shape of every star (unlike galaxies or 
nebulae), i.e., only brightness (amplitude) is different for different stars. Stars are convolved with 
the telescope optics and (for ground-based telescopes) blurring by the Earth’s atmosphere but they 
all are just images of point sources of light. Hence, a standard profile for all the stars in an image 
can be created which can be used to find each star’s brightness by comparing the standard profile 
with the profile of that star.3

2. DATA USED
Physical parameters were estimated for two open clusters: Melotte 72 (Figure 1) and NGC 2158 

(Figure 2). Melotte 72 is located at RA 07h 38m 24s and DEC –10° 41' 00" (J2000) in the Monoceros  
constellation with an angular size of 5'. NGC 2158 is in the Gemini constellation at RA 06h 07m 25s 
and DEC +24° 20' 28" (J2000) having angular size of 4'.

      Figure 1. Melotte 72                         Figure 2. NGC 2158

FITS (Flexible Image Transport System) files of both clusters in g and r filters were downloaded 
from Sloan digital Sky Survey (SDSS) Data Release 7 FITS. SDSS used 120 megapixel Charge Coupled 
Device (CCD) with a 2.5-meter telescope at Apache Point in New Mexico, USA.4 The images were 
obtained in g (characteristic wavelength = 468.6 nm) and r (characteristic wavelength = 616.5 nm) 
band of the ugriz photometric system. Isochrones concerning to SDSS data were obtained from 
CMD 2.5 input form at http://stev.oapd.inaf.it/cgi-bin/cmd_2.5 for different ages and metallicities.

3. METHODOLOGY
IRAF (Image Reduction and Analysis Facility) was used to process the images of both clusters 

using PSF photometry. This provided the g and r band instrumental magnitudes of individual stars 
of each cluster. Ds9 was interfaced with IRAF to visualize images while performing photometry 
tasks. Stars in both clusters were then cross matched using Tool for Operations on Catalogues and 
Tables (TOPCAT). Finally, a single file containing the instrumental magnitudes of stars in a cluster 
was obtained. The instrumental magnitudes were calibrated and a CMD plot was plotted between 
g and g-r which was then fitted with appropriate isochrones.
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i. Determination of Instrumental Magnitudes using PSF

Using the imexamine task in IRAF, the researchers determined the Full Width Half Maximum 
(FWHM) of some of stars and the standard deviation of background sky in both images and  
calculated their average values. These values were used to set centerpars, daopars, datapars,  
findpars, fitsktpars, photpars in IRAF. The procedure for generating PSF is as follows:

• 25 to 50 candidate stars were selected using ‘pstselect’ task
• Using ‘psf ’ task, among the pst starlist only those were selected having similar surface plots
• In the next step the PSF using ‘nstar’ and ‘substar’ tasks was refined
• ‘psf ’ was run again which produced final PSF
• Using ‘allstar’ task, the final built psf was fitted to all the stars in the image
Figures 3 and 4 present the radial profile density and surface plot of the PSF model.

                 Figure 3. Radial Profile Density of PSF Model                           Figure 4. Surface Plot of PSF Model

Using pdump task, a text file containing coordinates of each star and its corresponding instrumen-
tal magnitude was obtained.

ii. Calibration

The procedure defined in the previous section was repeated separately for g and r filter FITS  
images of both clusters so there were two files containing the data of stars for each respective  
filter. As there was a difference between numbers of stars detected by both filters, cross-matching 
of individual stars in each band was performed to select only those stars which were detected in 
both bands. For this purpose TOPCAT was used which produced a single data file for each cluster.

Instrumental magnitudes of common stars in both filters of each cluster were calibrated into 
corresponding calibrated magnitudes using

m = m0 + (mins –25) – kx
where 

m0 = constant depending on the considered filter 
mins = instrumental magnitude 
k = atmospheric extinction coefficient 
x = air mass 

and 25 is a constant applied to the instrumental magnitude values to make them positive.

The values of the aforementioned parameters for both clusters have been taken from the  
photometry data file from SDSS and presented in Table 1.



 Volume 12 | Issue 4 | November 2015  76

American Journal of Undergraduate Research www.ajuronline.org

Melotte 72 NGC 2158

m0 k x m0 k x

G 24.3748 0.17412 1.3907 24.5667 0.1506 1.0235

R 24.0401 1.06033 0.1068 24.5667 0.0916 1.02353

Table 1. Photometric parameters for both open clusters

iii. CMD Plotting and Isochrones Fitting

MATLAB was used to plot Color-magnitude diagrams of both open clusters which were then fit-
ted with appropriate isochrones. Isochrone fitting was started using an educated guess based on age 
and metallicity ranges of open clusters. Several same age isochrones with different metallicities and 
vice versa were tested. Best fitted isochrones were then used to estimate the parameters of the star 
clusters. Figure 5 shows the isochrones fitted color-magnitude diagram of Melotte 72 and NGC 2158.

Figure 5. Isochrone fitted color magnitude diagrams of Melotte 72 and NGC 2158

iv. Calculations

Distances of both open clusters were calculated using the following equation:
(m-M) = 5 log d-5

Where (m-M) is distance modulus and d is distance in parsecs. In this case, distance modulus was 
the difference between g coordinates of turn-off values of cluster data and the best fit isochrones. 
Similarly, reddening was obtained from the difference in g-r coordinate of two turn-off values. 
Table 2 shows the values of distance modulus, reddening, metallicity and the distance determined 
for both open clusters. 
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Melotte 72 NGC 2158

Our Findings At WEBDA Our Findings At WEBDA

Age (Gyr) 1 Gyr 0.60 1.5 1.05

Metallicity (Z) 0.01 0.000 0.006 -0.023

Distance Modulus (V-Mv) 8.242 13.01 11.406 14.64

Reddening E(V-B) 0.199 0.20 0.65 0.360

Distance (pc) 445.04 3000 1910.73 5071

Table 2. Photometric parameters for both open clusters

4. RESULTS/CONCLUSIONS
Table 2 suggested a little higher values for the age of both open clusters when compared with those 

at WEBDA. It was 0.40 Gyr higher for Melotte 74 and 0.45 Gyr for NGC 2158. Similarly, reddening 
values were found acceptable for Melotte 72 while a bigger difference was seen for NGC 2158. It was 
noticed that we underestimated the distance of both open clusters with a larger difference.
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PRESS SUMMARY
Star Clusters are the collections of stars, born at same time, traveling together through space. 
After processing images (from a 2.5 meter telescope) of two star clusters, we obtained their color  
(temperature) vs. luminosity graphs. Using these graphs, we estimated the parameters like distance 
and age of these clusters. Finally, the estimated parameters were compared with the literature.



 Volume 12 | Issue 4 | November 2015  79

American Journal of Undergraduate Research www.ajuronline.org

Synthesis of a MUC1 Mucin Cyclic Dimer Peptide and Its 
Antibody Binding Properties as Revealed by STD-NMR
Cheng Her & Thao Yang* 
Department of Chemistry, University of Wisconsin – Eau Claire, Eau Claire, WI

Student: herxx373@umn.edu 
Mentor: yangt@uwec.edu

ABSTRACT
In a previous study we showed that the shortened MUC1 mucin peptide GVTSAPD could bind mono-
clonal antibody (mAb). We proceeded on to make a cyclic peptide of the same sequence to see if 
it would be more effective in binding antibody. We were able to synthesize and isolate two differ-
ent cyclic mucin peptides: 1) a monomer cyclic peptide with sequence GVTSAPD which we did not 
study due to difficulties in achieving homogeneity, and 2) a dimer cyclic peptide with sequence 
GVTSAPDGVTSAPD that was successfully isolated and studied. We describe here the results of the 
dimer cyclic peptide-antibody interactions obtained by Saturation Transfer Difference NMR (STD-
NMR). The results indicated that the protons of all residues experienced STD effects, notably being 
more pronounced at Pro, Val, Ala and Asp compared to the linear peptide GVTSAPD. The Pro residue 
exhibited STD peaks for all its side chain protons with stronger intensity at ProHγ while Ala, Val and 
Thr are localized to methyl groups.

KEYWORDS
Muc1 Antibody Recognition Epitope, STD NMR, Mucin Peptide-antibody Interactions, Cyclodimer 
Peptide.

1. INTRODUCTION
The mucin protein, encoded by the MUC1 gene, is an epithelial transmembrane glycoprotein of 

which the extracellular domain exhibits a repeating 20 amino acid sequence (GVTSAPDTRPA-
PGSTAPPAH) known as the Tandem Repeat Domain (TRD).1-3 The TRD contains five O-linked 
glycosylation sites (underlined) to which the attached carbohydrates aid in carrying out the nor-
mal cellular functions of MUC1 mucin, which includes binding of pathogens as a protective sys-
tem, cell signaling, and lubrication/hydration of the epithelial surfaces.1,2 Studies have shown that 
the MUC1 mucin amino acid sequence of cancer and normal cells of the epithelia are identical.2 
Human adenocarcinomas exhibit overexpression of MUC1 mucin of truncated oligosaccharide 
structures at the TRD region which makes it distinguishable from normal epithelial cells.1-5 These 
discoveries are significant to the extent that reduced glycosylation of MUC1 mucin allows access 
of the TRD to the immune system producing low level immunity.6,7 Expression of MUC1 mucin 
and its glycosylation content of the TRD have been studied extensively and suggested to hold high 
therapeutic potentials against cancers.8,9

The structural differences between the two forms of MUC1 mucins have generated interest and 
led effort in utilizing MUC1 mucin in immunotherapy of cancer.10,11 It has been reported that an-
tibody responses specific for MUC1 mucin have been detected in patients of breast, pancreatic and 
ovarian cancers, and other studies have discovered a binding site of these antibodies to the MUC1 
mucin to be at the sequence PDTRP at the TRD.2-4 In a previous study we have determined that the 
linear sequence GVTSAPD is also capable of binding to mAb (6A4) from mouse with significant  
interactions at the proline residue.12,13 This demonstrates that the mAb raised against specific  
antigen epitope can interact with peptides with similar structure to its binding interface, and that 
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absolute specificity is not a requirement, which may offer, as a general strategy, more room for im-
provement in the design of variety of antigenic agents to induce the same kind but more effective 
immunity in the area of MUC1 mucin based cancer immunotherapy. In an attempt to develop a 
mucin peptide epitope that can interact effectively with MUC1 mAb that may potentially be capa-
ble of inducing sufficient immunity without being compromised by cellular enzymatic reactions, 
we proposed to design cyclic peptides and other non-natural amino acid peptide derivatives based 
on the known antigenic sequence of the MUC1 mucin. Cyclic peptides based on known epitope se-
quence may give increased peptide-antibody affinity, which may afford them as additional antigen-
ic agents. Herein we report the synthesis and preliminary results of the antibody binding properties 
of a cyclic dimer peptide, which has its sequence repeated twice based on the sequence GVTSAPD.

2. ABBREVIATIONS
DCM, dichloromethane; DIPEA, diisopropylethylamine; DMF, dimethylformamide; Fmoc, 

N-α-9-fluorenylmethoxycarbonyl; HBTU, O-(Benzotriazol-1-yl)-N,N,N',N'-tetramethyluronium 
hexafluorophosphate; HOBt, N-hydroxybenzotriazole; ODmab, 4{N-[1-(4,4-Dimethyl-2,6-
dioxo-cyclohexylidene)-3-methylbutyl]-amino}benzyloxy; PyBOP, benzotriazole-1-yl-oxy-tris-
pyrrolidino-phosphonium hexafluorophosphate; TIC, total ion current;Wang resin, p-alkoxybenzyl 
alcohol-linked Wang resin; u, m/z unit.

3. EXPERIMENTAL PROCEDURES

SPPS of Cyclic Mucin Peptide. 

The peptide was synthesized via standard Fmoc-chemistry by Solid Phase Peptide Synthesis 
(SPPS).14 For specific details on building the peptide chain and cleavage, see references 12 and 13.12,13 
The pre-loaded resin used was Fmoc-Asp (Wang resin LL)-ODmab (Novabiochem). After the entire 
sequence has been synthesized, the ODmab group protecting the α-carboxyl group at the C-ter-
minus of the peptide was removed with 2% hydrazine (v/v) in DMF and then vacuum dried for 
cyclization. The cyclization reagents consisted of a mixture of 4x excess of resin of PyBOP, HOBt 
and 2x excess of DIPEA. The head-to-tail cyclization strategy was carried out for 24 hrs. Scheme 1 
summarizes the general strategy for synthesis of the cyclic mucin peptide.15,16

Asp
ODmab

ODmab

Fmoc-

OtBu

OtBu

tBuO

tBuO

Resin
1. Removal of Fmoc (20% piperidine in DMF).
2. Washing cycles (3x0.5 min. DMF; 1x0.5 min. DCM;
    3x0.5 min. DMF).
3. Fmoc-aa activation (done outside of the cycles):
    Fmoc-aa + HBTU + HOBt + DIPEA -->  Fmoc-aa-OBt
4.  Coupling reaction (add Fmoc-aa-OBt, 1 h).
5. Washing cycles (2x0.5 min. DMF, 1x0.5 min. DCM, 
    2x0.5 min. DMF), then repeat steps 1-5 for subsequent
    amino acids, being Pro, Ala, Ser, Thr, Val, and Gly.

Fmoc-Gly-Val-Thr-Ser-Ala-Pro-Asp

1. Removal of Fmoc (20% piperidine in DMF).
2. Removal of ODmab group (2% hydrazine in DMF). OtBu

OtBu

Gly-Val-Thr-Ser-Ala-Pro-Asp

On-resin cyclization

Pro

Ser

Ala

Thr Gly

Asp

Val

Scheme 1. General scheme for the strategy of cyclic peptide synthesis. The Asp side chain 
is linked to the resin; the ODmab group is on the α-CO2-group of Fmoc-Asp-resin
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HPLC Purification of Peptides.

Peptide was purified using a Varian Prostar HPLC.12,13 The method used a reverse phase prepar-
ative C18 column (10x250 mm, 10 μm, Grace Vydac) with acetonitrile (ACN) as the organic mobile 
phase and monitored at 220 nm. The flow rate was set at 2 mL/min with a gradual increase in ACN 
from 0-35% at the 30 min. mark. Fractions were collected manually and freeze-dried for storage 
and subsequent NMR experiments. The buffers used in the HPLC were 1% ACN, 0.1% HOAc (acetic 
acid), 98.9% water (buffer A), and 1% water, 0.1% HOAc, 98.9% ACN (buffer B).

LC-MS Analysis. 

The freeze-dried solid peptide sample was analyzed for presence of the desire product with an 
Agilent Mass Spectrometer (Agilent Technologies Time-of-Flight LC/MS 6210). The buffers used 
in the LC-MS analysis were the same as in HPLC. The conditions used in the LC-MS were: 0.5 mL/
min flow rate, 5-100% B in 20 minute buffer gradient, 20 min. acquisition time followed by a 4 min. 
post run, C18 column (4.6x150 mm, 3.5 μm, ZORBAX Extend-C18) and ESI positive mode.12,13

NMR Experiments. 

All NMR experiments were performed using a 400 MHz Bruker Avance Spectrometer. Gener-
ally, peptide samples were at 3-5 mM, in 20 mM phosphate buffer, 5 mM NaCl, pH 5, 90% H2O, 
10% D2O, at 7°C. The 2D NMR (TOCSY and ROESY, Bruker TopSpin software v. 2.0.5) data were 
collected for proton assignments. The TOCSY data give the spin system of each amino acid residue; 
thus, 1H-1H connectivity through bond within each amino acid residue. The ROESY data allow for 
1H-1H connectivity between the sequential amino acids as well as through space long range inter-
actions between two 1H’s that may be close spatially within 5Å.17,18 Suppression of H2O signal in 
the 2D NMR spectra was accomplished by the 3-9-19 WATERGATE pulse sequence with gradients 
applied at each cycle of the 2D TOCSY or ROESY pulse sequence.19

The STD NMR technique was used to study the binding interactions of peptide ligand with an-
tibody.13,20,21 Mixture samples of 0.01 mM of mouse Muc1 specific monoclonal antibody IgG1 (6A4 
clone, Mr 122 kDa, Genway Biotech) with 1 mM of peptide ligand were used (peptide:antibody ra-
tio = 100:1). The STD NMR data were collected with peptide-antibody mixtures made up in 20 mM 
phosphate buffer, 5 mM NaCl, pH 7, 100% D2O, at 7°C with presence of considerable HDO signal. 
At pH 7, the aliphatic 1H NMR resonances do not deviate unambiguously from those at pH 5. In the 
STD NMR technique, two NMR spectra were collected; one with the on-resonance frequency set 
at -2 ppm where there are no peptide 1H signals but antibody 1H signals are present, and the other 
with the off-resonance frequency set at +40 ppm where there are no 1H signals from either ligand 
or antibody. The saturation time was 2 s. The on-resonance spectrum intensity (ISAT) is subtracted 
from the off-resonance spectrum intensity (I0) to obtain the STD NMR spectrum (ISTD = I0 - ISAT); 
the amplification factor (ASTD) is calculated by the equation:  ASTD = (ISTD / I0) x [L]t/[P], where 
[L]t is the total peptide concentration and [P] is the antibody concentration. If there is any proton 
on the ligand that directly binds the antibody, it will show a positive STD signal; the proton closer 
to the antibody will receive more saturation transfer effect and its ISTD peak intensity will be high-
er.21 If the peptide does not bind the antibody (e.g., no 1H’s on the peptide experienced any satu-
ration transfer effect), the resultant subtracted spectrum (STD spectrum) will have no signals (flat 
line).16,17 The STD NMR spectrum was used to identify which proton on which amino acid residue 
on the peptide has direct binding at the antibody binding interface.
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4. RESULTS

Synthesis. 

Synthesis of the cyclic mucin peptide produced two major products of interest. The proposed 
reactions that led to the two peptides are illustrated on Scheme 2, where an intrachain head-to-tail 
reaction led to the monomer cyclic peptide (mass 627.31 Da), and an interchain head-to-tail reac-
tion led to the dimer cyclic peptide (mass 1254.60 Da).
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Scheme 2. Peptide cyclization mechanisms resulting in two different cyclic peptides:  a cyclomonomer peptide via in-
trachain head-to-tail reaction (left, solid pathway, mass 627.31 Da) and a cyclodimer peptide via interchain head-to-tail 
reaction (right, dashed pathway, mass 1254.60 Da). “ * ” signifies ODmab group on the α-CO2-group of Fmoc-Asp-resin; 
curved double headed arrows indicate NOE’s that would be observed on the cyclodimer.
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HPLC Analysis.

HPLC purification following the synthesis of the mucin cyclic peptide produced three separate 
peaks at approximate retention times of 19.7, 23.6 and 34.0 min. Figure 1 shows the HPLC chromato-
gram of the crude peptide sample in which the cyclic monomer peptide and cyclic dimer peptide 
were isolated and purified. Subsequent LC-MS analysis of the collected pools of peaks a, b and c 
from HPLC (Figure 1, peaks a, b, and c) showed that these three peaks corresponded respectively to 
the cyclic monomer peptide of mass 628.31 Da (peak a), the cyclic dimer peptide of mass 1255.60 Da 
(peak b) and an elution peak (peak c) that contained no products of interest. There was no significant 
elution before the 20 min. mark as the amount of ACN being pumped through was relatively low. 
Most of the contaminants and unwanted side products eluted after the cyclic dimer peak at 24 min. 
when the amount of organic solvent being pumped through was over 30%. The peaks of interests 
(retention times 19.7 and 23.6 min.) were collected, freeze-dried and re-purified by HPLC a second 
time and their chromatograms showed a single peak with the expected retention times (data not 
shown) before they were used for later experiments.
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Figure 1. HPLC purification of crude peptide sample. The HPLC chromatogram was obtained from a 500 µL concen-
trated sample injection. Acquisition time was 40 min. with a 5 min. post equilibrium/hold and monitored with UV light. 
Chromatogram was extracted from wavelength of 220 nm; (a) peak corresponding to the cyclic peptide of interest with 
mass of [M + H]+ = 628.31 Da, (b) peak corresponding to the dimer cyclic peptide of interest with mass of [Mdimer + 
H]+ = 1255.60 Da, and (c) impurities found in the crude peptide sample that did not contain any products of interest.
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LC-MS Analysis.

LC-MS analysis of the crude peptide sample following synthesis showed the presence of two 
dominant masses in the finished product mixture. Figure 2 shows the chromatogram of the LC-MS 
analysis of the crude peptide (Figure 2B) and a purified dimer peptide (Figure 2A). 
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Figure 2. LC-MS chromatograms of purified (A) and crude (B) peptide samples following completion of peptide synthe-
sis and extraction. Peaks of interest were (a) product of mass [M + H]+ = 628.31 Da and (b) product of mass [Mdimer + 
H]+ = 1255.60 Da; inset on Figure 2A shows the isotopic m/z value of this singly charged ion at 1255.61 u, 1256.62 u and 
1257.62 u.

Two distinct ions of m/z values of 628.31 u and 1255.60 u in the TIC eluted at approximately 8.75 
min. and 9.25 min., respectively (Figure 2B). These two ions were indicative of a monomer cyclic 
GVTSAPD ([M + H+]calc = 628.64 u) and a dimer cyclic GVTSAPDGVTSAPD ([Mdimer + H+]calc 
= 1255.29 u). The other peaks in the TIC did not contain any masses of interest and were accept-
ed as contaminants or side products from the synthesis. The 1255.60 Da peptide collected from 
HPLC (from Figure 1, peak b) was reanalyzed by LC-MS and showed a major peak at the expected  
retention time of 9.25 min. (Figure 2A). The ion at 1255.60 u could not have been made up of an  
adduct of two single cyclic monomers, which would also have the same m/z value of 1255.60 u  
([2Mmonomer + H+]=1255.60 u), because we have collected that peak from HPLC and have repurified 
it by HPLC the second time, and we did not observe an equilibrium of monomer-dimer adduct for-
mation, instead we obtained only a single peak at the expected retention time. This was true in both 
cases when we used both purified samples and reran the HPLC and LC-MS. If the ion at 1255.60 Da 
was due to a dimer adduct of two cyclic monomers, we would expect the cyclic monomer peak to be 
present or increasing in the reruns of HPLC and LC-MS experiments, however these were not the 
case. It is not entirely unexpected to obtain dimer or oligomers during peptide chain cyclization, 
such cyclodimerization (or cyclo-oligomerization) had previously been observed.16,22 We obtained 
the cyclic dimer using the particular resin Fmoc-Asp(Wang resin LL)-ODmab (Novabiochem).  
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To minimize dimer formation one could select a resin with lower equivalent of resin loading; how-
ever, in the present case, it is a blessing that a cyclic dimer peptide was formed and isolated and 
found to have more interactions with the antibody, which is a goal sought after.

NMR Results.

The peptide corresponding to a mass of 628.31 Da (Figure 2B, peak a) was not selected for anti-
body binding experiments or further 2D NMR experiments because after several trials of synthe-
sis and HPLC re-purifications, while it eluted as a single peak, its 1H 1D NMR spectrum always 
showed a set of more than four methyl groups present (i.e., eight methyl groups). This suggested a 
mixture of two enanteomeric peptides, most likely, due to epimerization, which could not be sep-
arated by the HPLC column used. The 1D NMR spectrum of the peptide corresponding to a mass 
of 1255.60 Da (Figure 2B, peak b) showed four set of methyl groups as expected for a dimer cyclic 
peptide in which one half of the molecule is identical to the other half but in reverse order. Thus, 
only the peptide corresponding to a mass of 1255.60 Da was selected for further experiments (i.e., 
antibody binding studies and 2D NMR experiments). Protons assignments were achieved by the 
2D NMR TOCSY and ROESY experiments. Table 1 shows the 1H chemical shift assignments for the 
cyclic dimer peptide.

Residue Chemical Shifts (ppm)

NH αH βH Others

G 8.339 3.880, 4.059

V 8.149 4.225 2.107 γCH3 0.922

T 8.612 4.385 4.217 γCH3 1.205

S 8.415 4.481 3.836

A 8.528 4.606 1.363

P 4.396 2.028, 2.316 Hγ,γ' 1.951, 2.028; Hδ,δ' 3.664, 3.821

D 8.278 4.529 2.695, 2.781

Table 1. 1H chemical shifts of cyclic dimer peptide obtained from the TOCSY spectrum. Peptide concentration 
was 5 mM in 20 mM phosphate buffer, 5 mM NaCl, pH 5, 90% H2O, 10% D2O at 7 °C. Chemical shifts were 
referenced to the HDO peak set at 4.970 ppm at 7 °C.

We were able to successfully map out the peptide backbone NOE peaks by the 2D 1H NMR 
ROESY data to confirm the correct amino acid sequence. Figure 3 shows the NOE sequential  
assignments of αHi-NH(i+1) along the peptide backbone. A unique strong NOE peak bridging the 
interaction between the GlyNH of chain 1 to the AspHα of chain 2 was observed (Figure 3), attesting 
the presence of a cyclic peptide. In a linear peptide the NOE ‘GlyNH of chain 1 to AspHα of chain 
2’ would not be observed because of the large distance between those two H’s and broadening of 
the NH peak. Additionally, we observed a very weak NOE between the GlyNH and AspNH, further 
supporting the cyclic structure of the peptide.
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Figure 3. 2D NMR spectra of CHα-NH (top) and NH-NH (bottom) regions of cyclic dimer peptide with sequence 
cyclo-GVTSAPDGVTSAPD. Black color contours represent ROESY data and red color, TOCSY data. Cross-peaks 
between Hα’s and NH’s within each residue are indicated; in addition, a unique NOE peak bridging the interaction 
between adjacent Asp of chain 2 and Gly of chain 1 (AspHα-GlyNH) confirms the cyclic nature of this molecule  
(bold label). Arrows show the NOE sequential assignment of the peptide backbone starting with Asp and ending at Ala. 
Non-label peaks that are not in the backbone connectivity arose from NOE’s within the same peptide and from spin 
systems that we believe were from a minor isomeric peptide.
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STD NMR Results.

Figure 4 shows the 1H STD NMR results of the cyclic dimer peptide interaction with mouse Muc1 
mAb (6A4) compare to the linear monomer peptide GVTSAPD previously studied in this laborato-
ry (see reference 13 for 1H assignments and specific details of the linear peptide).12,13

Figure 4. 1H STD NMR spectra of peptides showing protons that give rise to STD peaks as they bind to mAb (6A4). 
Vertical dashed lines connect the STD peaks to their corresponding protons. A line broadening of 2 Hz was applied to 
the STD spectra. The numbers below the STD spectra are ASTD values for the corresponding STD peaks. The traces are: 
(A) 1H NMR spectrum of a mixture of cyclic dimer peptide (cyclo-GVTSAPDGVTSAPD) and mAb; (B) STD NMR 
spectrum of cyclic dimer peptide plus mAb; (C) 1H NMR spectrum of a mixture of linear GVTSAPD peptide plus mAb; 
(D) STD NMR spectrum of linear GVTSAPD peptide plus mAb (spectra C and D are reprinted from reference 13 with 
the authors’ permission); (E) Control STD spectrum of mAb in the absence of any peptide, only broad humps from the 
resonances of the mAb is observed; (F) Control STD spectrum of peptide in the absence of mAb; there are no mAb-
peptide interactions, so no STD peaks observed. Peaks marked with “*” are contaminants.

There arose more STD NMR peaks for cyclic dimer peptide than for the monomer linear pep-
tide. In the αH-βH regions, the results showed clear saturation transfer effects to all the protons 
of the Pro residue, although the ProHα was overlapped with the αH’s of Ser and Thr.  Other clear 
saturation transfer effects occurred at AspHα, AspHβ, SerHβ, GlyHα, and the methyl groups of 
Ala, Val and Thr, but the intensity of the Thr methyl group was weaker than those of Ala and 
Val. The unambiguous peaks corresponding to the protons with the tallest STD NMR signals 
were from ValHγ, AlaHβ, AspHβ, ProHβ and ProHγ (Figure 4). The Asp residue showed markedly  
enhanced STD peaks, which was not the case for the linear peptide. The intensities of the various STD 
peaks for all residues of the cyclic dimer peptide were higher than those of the linear peptide when  
comparing their amplification factor values. The total ASTD value of Pro and Asp residues were 
higher than those of other residues.
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5. DISCUSSION
The binding of specific monoclonal antibody to the linear sequence GVTSAPD was confirmed 

in a previous study.12,13 It is important to note that Pro6 in that peptide is crucial to the interaction 
between the peptide antigen and antibody. In this study, through STD NMR, we have determined 
that the cyclic dimer peptide with the sequence GVTSAPDGVTSAPD has antibody binding ability 
to Muc1 mAb (6A4) with all its residues. Examination of the STD NMR spectrum showed that 
there are STD peaks corresponding to most of the resonances of the normal 1H NMR spectrum, 
indicating that most protons of the residues on the cyclic dimer peptide are interacting with the 
antibody. The STD NMR peak intensity where the resonance of AlaHα is centered is essentially 
zero. At the methyl group region, the STD NMR peak intensity of ThrHγ is weaker than those of 
Ala and Val. If there are no interactions occurring between the peptide and the antibody the STD 
spectrum would be a flat line without any peaks, and the higher the STD NMR peak intensity for a 
particular proton, the closer it is to the antibody.21 Inspection of the two STD NMR spectra showed 
that the STD peaks arose from the cyclic dimer peptide are more pronounced than those from the 
linear monomer peptide, which suggests the protons of the cyclic dimer peptide are closer to the 
antibody at the binding interface. The fact that almost all of the protons of all amino acid residues 
experienced STD effects or are interacting with the antibody suggests that this peptide intercalates 
its whole self into the binding pocket of the antibody compare to the linear version of the peptide 
(GVTSAPD), where mainly the Pro residue and the methyl groups have interactions.12,13 This may 
mean that the binding of the cyclic dimer peptide to the antibody is more effective (the dipeptide 
increases the local concentration of the ligand at the mAb binding site, which can also lead to an 
increase in the signal; not necessarily due to increased affinity). This can be expected because the 
cyclic dimer peptide has the same sequence on both sides of its molecule in reverse order. Base on 
the higher STD peak intensities of the Pro side chain protons, it appeared that the Pro residue is 
situated closer to the antibody at the binding pocket than any other residues similar to previous 
finding for the linear peptide.

It has been previously confirmed from substituted peptides studies that proline is a crucial res-
idue in antibody recognition for this particular sequence.12,13 On the cyclic dimer peptide, the Hβ 
and Hγ on proline displayed highest STD peaks suggesting that they are closer to the antibody 
binding interface or more accessible to it than the αH and δH (Figure 4, spectrum B). A conclusion 
can be drawn from the STD peaks observed for Pro, Val, Ala and Thr that the binding of this pep-
tide to mAb (6A4) favors a hydrophobic peptide-antibody interface. The side chains of Val and Ala 
are hydrophobic and contain no heteroatoms, which may explain the similar methyl STD peak 
intensities (or ASTD values) between the two residues. On the other hand Thr, which contains a 
hydroxyl group on its β-carbon, has a side chain of lower hydrophobicity and displayed a lower STD 
peak intensity. This is consistent with the hypothesis that the antibody molecule prefers to interact 
with hydrophobic residues on the peptide chain. One striking contrast to this observation is the 
Asp residue. The side chain of Asp has a low degree of hydrophobicity yet it displayed a much more 
intense STD peak at the Hβ compared to the Thr CH3-group. The Asp side chain wouldn’t be sup-
ported in a hydrophobic binding site, and therefore is expected to be oriented outside the suggested 
hydrophobic site. A possible explanation for this is the position of Asp preceded by Pro on the 
peptide chain, where its sequential location determines its binding property; additionally, a type of 
secondary structure formed on the cyclic peptide at this region that favors interaction with the an-
tibody is not ruled out. Pro is an important residue in the binding interaction as all of its side chain 
protons displayed STD peaks. Because of this, Pro would be the residue that is physically nearest in 
contact with the antibody, and the residues flanking Pro in a cyclic peptide, such as Asp, could be 
fixed into a constraint that is preferred to interact with the antibody. A more dynamically limited 
Asp may favor the formation of intermolecular interactions with the antibody. A  substitution of 
Asp for Ala may confirm the above suggested hydrophobic peptide-antibody interface. For the Gly 
residue, the two geminal protons are not equivalent; both experienced small saturation transfer 
effect and of about equal STD peak intensity, which suggests Gly is farther away from the binding 
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interface. The result is inconclusive whether Ser is involved in the binding, as its Hα 1H NMR peak 
overlaps with the Hα’s of Thr and Pro, and its Hβ has overlapping with one of the ProHδ peaks, 
contributing further ambiguity to that resonance (at 3.8 ppm). Because the Pro residue is known to 
be a binding residue, it is likely, at least, that part of the intensity of the peak appearing at 3.8 ppm 
also belongs to ProHδ. Additional studies will have to be pursued to determine exactly whether Ser 
is comprised in the peptide-antibody interface, however, it cannot be excluded because of the peak 
overlapping described. The fact that the cyclic dimer peptide has more interactions (binds better, 
not necessarily stronger) with the mAb compared to the monomer linear peptide is due to two 
reasons: 1). its residues are constrained in the cyclic peptide, and 2). the doubly repeat sequence in 
which either side of the peptide is identical in opposite direction allows it to have a higher probabil-
ity of binding, a kind of double-edge sword property in term of binding to the antibody.

6. CONCLUSION
In conclusion, we have synthesized a cyclic dimer mucin peptide with the sequence GVTSAP-

DGVTSAPD and showed that it possesses Muc1 monoclonal antibody binding activity by STD 
NMR. Almost all of the aliphatic protons of all its amino acid residues gave rise to STD NMR peaks 
suggesting that most of, if not all, its residues have interactions with the antibody because of its two 
identical chains of the peptide. Ambiguity does exist in the binding of Ser residue and some of the 
αH’s due to overlapping resonances. The results clearly showed that the protons of Pro residue and 
those of the methyl groups of Ala, Thr and Val have interactions with the antibody, signifying the 
importance of hydrophobic interaction. The data of this study may further suggest the potential 
usefulness of the cyclic dimer mucin peptide as an additional antigenic valence in immunotherapy 
of cancer research.
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PRESS SUMMARY
In this project we intended to synthesize a monomeric cyclic mucin peptide, instead cyclodimerization 
led to a byproduct that is isolatable from impurities and worth examining for its ability to bind MUC1 
mucin monoclonal antibody. The cyclic dimer peptide may be useful to serve as an antigenic epitope 
for induction of immune response against the mucin antigen.
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ABSTRACT
There are several techniques of monitoring essential tremors, but there is not yet a standard meth-
od developed for the field. A quantitative way to track effects of medication and/or lifestyle treat-
ment would be beneficial for future research in prevention or regression of essential tremors. The two 
methods evaluated are acoustic tremor monitoring (ATM) and rhythmic spirals (RS). The novel ATM 
measurement quantifies frequency and amplitude quickly and cost effectively. The tremor patient 
holds a microphone close to a speaker playing a single frequency tone. The Doppler Effect caused 
by the shaking microphone distorts the sound recording, and the encoded tremor information can 
be retrieved by using the Fast-Fourier Transform algorithm. The second method, RS, can be used by 
patients at home to measure frequency. The RS method is similar to the classic Archimedes spirals, but 
uses a different form and is timed which allows for the calculation of tremor frequency. The RS and ATM 
methods produce statistically similar frequency measurements, although ATM has greater precision.

KEYWORDS
Essential Tremors, Archimedes Spiral, Accelerometry, Spiral Analysis, Acoustic Tremor Monitoring, 
Rhythmic Spirals. 

1. INTRODUCTION
Essential tremor (ET) is a condition that affects millions of Americans and for which there 

does not currently exist a standard quantitative clinical assessment method. The progression of 
the disorder and its correlation to other neurodegenerative disorders are poorly understood and, 
consequently, patient care and research could be dramatically improved with the development of 
a simple, effective quantitative assessment method. Tremors are defined as repetitive, rhythmic, 
involuntary, oscillations of a body part, and are the most common of all movement disorders.1,2,3 

Two primary approaches have been used for classifying tremors. One system focuses on when the 
tremors occur. If a tremor is produced when the affected part is relaxed it is called a static tremor.1 

If a tremor starts during a voluntary muscular contraction it is called an action tremor. Action 
tremors can be further broken down into more specific classifications including postural, isomet-
ric, kinetic, task-specific, and intentional tremors.1 The second system of classification focuses on 
the underlying cause of the tremor, either physiological or pathological.1,2 Physiological tremors 
happen in all humans and can be seen or unseen and often become more visible within specific 
situations, like being tired or hungry, and with age.1,2 Pathological tremors are associated with neu-
rological disorders and include cerebellar, psychogenic, orthostatic, neuropathic, parkinsonian, 
and essential tremors.2 Despite the fact that many ET cases do not seek medical help,4 there is still 
an estimated 10 million Americans diagnosed with essential tremors which makes it the most 
common pathological tremor.5

Recent studies about the progression of ET indicate subjects experience a 3-5% increase in the 
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Total Tremor Scale (total number of tremor occurrences) or a 12% increase in the Tremor Rat-
ing Scale (tremor severity) each year.6,7 Both scales are based on the visible observation of tremor 
symptoms. Although both studies utilized expert movement disorder neurologists to make the ob-
servations, inconsistencies were found between the calculated disease progression rates of the two 
methods. Additionally, studies have found ET patients to be at increased risk for other diseases or 
disabilities including cognitive problems (speech and memory), anxiety, depression, social phobia, 
balance, hearing issues, Parkinson’s disease and dementia.4 As a result of these new findings, long 
term studies of ET patients are needed, utilizing a standard methodology to obtain consistent and 
quantitative measurements of the progression or regression of the disease. 

Many techniques have been developed to measure the frequency and amplitude of tremors. Many 
physicians employ different qualitative severity tests, including questionnaires, that use numbered 
scales to rank the severity or intensity of tremors.1,2 Drawings like the Archimedes spiral are also 
being used to watch the progression of the tremor3,8 and to compare with other previously di-
agnosed patients.2 More sophisticated quantitative ways of measuring frequency and amplitude 
electronically are being created; a few methods include accelerometry, electromyography (EMG), 
magnetic tracker system, active optical markers, gyroscopes, spirography, and spiral analysis.1,2,3,9 

However, despite the variety of qualitative methods and newer quantitative methods, physicians 
have yet to embrace a standard assessment method, perhaps because the qualitative tests are too 
subjective and the quantitative methods are too inaccessibly high tech to be clinically useful.

In an attempt to develop two complimentary methods, one that could easily be used by patients 
at home and one more robust method for clinicians, to measure tremor frequency and monitor 
tremor progression over time, we report here the novel Acoustic Tremor Monitoring and Rhyth-
mic Spiral methods. The Acoustic Tremor Monitoring (ATM) method is a fast, easy, non-invasive 
method to measure frequency and observe the amplitude of a tremor. ATM uses sound waves that 
are distorted by a tremor and visualized with the Fast Fourier Transform algorithm. The Rhyth-
mic Spiral (RS) method is an adaptation of the classic Archimedes spiral exercise already in use, 
performed at a specific rate so as to reveal tremor frequency information, and would be simple for 
patients to perform at home to estimate their tremor frequency.

2. METHODS
IRB approval was granted for this work. The pilot study participant was provided an Informed 

Consent, and both written and oral description of the project. The subject was asked to hold a mi-
crophone several times with each hand to collect the ATM signal and to complete the RS writing 
assessment several times to collect the RS data. The total involvement of the subject required less 
than two hours.

Acoustic Tremor Monitoring: Clinical assessment

The Acoustic Tremor Monitoring method can be used to analyze tremor frequency and ampli-
tude from the Doppler distortion imparted into a sound recording when the microphone is held 
by a tremor subject (Figure 1). An inexpensive desktop microphone is used to record a sound file, 
held at approximately 6 inches from the 2000 Hz tone source. The Fast Fourier Transform (FFT) 
algorithm, a standard function of data processing software package Origin9.0 (OriginLab) is used 
to convert the sound wave to a frequency spectrum with respect to the magnitude of the signal. 
Initially, the microphone was exposed to a variety of conditions of mechanical oscillations that 
mimic hand tremors. These samples were recorded in WMA files and then converted into WAV 
files through a free online converter10 so that they could be processed by the Origin9.0 software 
program. Frequency spectra are normalized to the most intense frequency (2000 Hz) and displayed 
as 100 percent relative intensity.
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Figure 1. A schematic representation of the experimental setup is shown. (A) A 2000 Hz tone is played and recorded by a 
standard computer microphone (B) while being held by a subject. The resulting time-domain sound file (C) is processed 
by Fourier transform to yield frequency-domain spectrum (D). The tremor frequency and source tone frequency 
information is revealed in the frequency spectrum.

Effect of Tremor Frequency on ATM Signal

To evaluate the effect of tremor frequency on the ATM signal, a Gyrotory Water Bath Shaker, 
Model G76, was used with a microphone taped to one of the shaking bars. The shaker has a variable 
speed dial that allowed for varying speed and, consequently, frequency. A high pitch tone at 2000 
Hz was played approximately 6 inches from the microphone, and recorded for about 5 seconds at 
each different speed setting, 1 to 5.

Effect of Tremor Amplitude on ATM Signal

To evaluate the effect of tremor amplitude, or distance the microphone travels, on the ATM sig-
nal, the microphone was oscillated for varying distances but at a fixed frequency. Paths of half an 
inch, one inch, two inches, and three inches were marked on a piece of paper. A digital metronome 
was played at 208 beats per minute into a pair of headphones. With the high pitch tone (2000 Hz) 
being played approximately 6 inches from the microphone and while listening to the metronome 
through headphones, the microphone was manually oscillated the designated distances to the con-
stant beat of the metronome. The signal was recorded for about 5 seconds.

Rhythmic Spiral: Home assessment

The Rhythmic Spiral method attempts to control the speed at which the traditional hand written 
Archimedes spiral is performed, providing a known and consistent rate, in order to impart mean-
ingful tremor frequency information into the produced drawing. The spiral pattern used consists of 
6 loops drawn side by side to make the shape of a spring (Figure 2). With a metronome playing at 40 
beats per minute, the subject is asked to trace the spring while trying to hit the bottom of each loop 
on the beat. When finished the entire pattern should be completed in 9 seconds. The imperfections 
(zigzags) visible in the trace are the result of the tremor, and each tremor event results in one zigzag 
motion. Therefore, each zigzag (right – left pair) is counted as a single event. Then, the number of 
observed events is divided by 9 seconds to produce a solid estimate for the frequency of the tremor.  
The pattern can be repeated several times to calculate an average tremor frequency.

Figure 2. A sample spiral template pattern is shown.
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3. RESULTS AND DISCUSSION:

ATM

Acoustic Tremor Monitoring (ATM) takes advantage of the Doppler distortion that occurs when 
a monochromatic tone is recorded by a microphone that is shaking. Just like the higher and lower 
pitches heard when a police car and siren pass by quickly, the ATM picks up the played tone at its 
original frequency and at the original frequency plus and minus the frequency of the shaking. In an 
initial attempt to assess if the ATM method is sensitive enough to observe the shaking hand of an 
ET subject, a volunteer who presents with moderate ET in the right arm (dominant) but symptom 
free in the left arm (non-dominant) was selected. ET often develops first in the dominant hand, as it 
did for this subject. A 5 second recording of the monochromatic 2000 Hz tone with the microphone 
sitting on the table was collected to serve as a blank. A 5 second negative control was collected 
with the subject holding the microphone in the symptom free left hand. Then, a similar recording 
with the subject’s ET affected right was collected. The frequency spectra are shown in Figure 3. 
As expected, two symmetrical side bands appeared in the tremor signal, likely resulting from the 
Doppler shift in the recorded frequencies. The correlation of these side bands to the frequency and 
amplitude of the tremor is evaluated below. Encouragingly, the negative control strongly resembles 
the blank and is easily distinguishable from the ET affected hand.
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Figure 3. ATM signals for the blank 2000 Hz signal (green), the negative control with the subject’s asymptomatic left 
hand (red), and the sample with the subject’s symptomatic right hand (blue) are shown. The arrows point to the Doppler 
shifted side bands that are indicative of a shaking microphone.  

Effect of Tremor Frequency on ATM Signal

To assess the effect of tremor frequency, the microphone was attached to a water bath shaker, and 
2000 Hz recordings were made at five different speed settings. As the speed setting was increased, 
and consequently frequency, the Doppler peaks grew farther apart from one another. Predicting 
that the distance between the principle peak and each Doppler peak is the frequency at which the 
microphone oscillates, ten oscillations were observed and timed to determine the actual shaker 
frequency. Averaging four trials at each speed, the frequency of the shaker speeds 1-5 were de-
termined to be 0.41, 1.12, 1.82, 2.59, and 3.37 Hz, respectively. The frequencies determined by the 
ATM splitting distances were very similar to the manually determined frequencies of the shaker 
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(NA, 1.08, 1.75, 2.58, and 3.39 Hz). The similarity is statistically significant (p < 0.05), and when 
plotted against each other correlate with an R2 value of 0.9995. The ATM signals for speeds 2-5 
are displayed in Figure 4. It is noteworthy that the Doppler shifted peaks were not resolved for the 
slowest frequency (0.41 Hz). The results suggest an apparent lower frequency limit for the ATM 
method; however, it is far slower than the typical ET frequencies, 3-12 Hz. The slight shifting of the 
spectra along the frequency axis between trials appears to be a result of the slight inconsistency of 
the source tone. The fact that the side bands shift proportionally with the source peak, 2000 Hz, 
suggests that the measured tremor frequency, the distance between the source peak and the side 
bands, will be unaffected.
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Figure 4. Individual, normalized ATM signals at various mechanical shaker speed settings are shown: speed 2 = 1.08 Hz 
(blue), speed 3 = 1.75 Hz (red), speed 4 = 2.58 Hz (green), and speed 5 = 3.39 Hz (purple).

Effect of Tremor Amplitude on ATM Signal

To assess the effect of tremor amplitude on the ATM signal, a set of tests were performed where 
the distance the microphone traveled was varied while holding the oscillation frequency constant.  
Using a metronome with headphones to maintain a constant frequency, the microphone was os-
cillated through a set of various distances marked on a table to simulate a variety of tremor ampli-
tudes at 208 beats per minute. Manually translating the microphone through one oscillation (back 
and forth through the measured distances) for each beat produced a frequency of 3.47 Hz. The 
ATM data collected for these trials produced an average measured frequency of 3.53 Hz (1.7% dif-
ference). The Doppler spacing remained constant for these trials indicating that a consistent oscil-
lation frequency was maintained. The Doppler shifted peaks’ heights, however, varied significantly 
with amplitude. As the amplitude of the oscillations increased, the height of the Doppler shifted 
peaks increased systematically, although not linearly (linear R2 = 0.961, exponential R2 = 0.9986).  
The Doppler shifted peak heights for the three distances (1, 2, and 3 inches) were 4.9%, 12.2%, and 
27.5% of the principle 2000 Hz peak, respectively (Figure 5). Although, this trend was expected to be 
linear, the deviation from linearity may be a result of slight inconsistencies in manually translating 
the microphone specified distances.
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Figure 5. Normalized ATM signals for 3.47 Hz oscillations over distances of 1 inch (blue), 2 inches (red),  
and 3 inches (green) are shown.

Rhythmic Spiral Home Assessment

In addition to the clinical ATM method, the classic Archimedes spiral was adapted to provide 
tremor patients with a cheap and simple way to assess their tremor frequency at home. Once a pa-
tient becomes comfortable tracing the spiral pattern to a beat and counting the tremor features, the 
frequency of an essential tremor can be quickly measured. The same ET volunteer who participated 
in testing the ATM methods, with moderate essential tremor in the right hand, also performed 
the RS test. Although the RS test could in principle be performed on a non-dominant hand, most 
subjects will likely lack the dexterity to do so. Fortuitously for this analysis, ET is often more sig-
nificantly developed and most inconvenient in the dominant hand. Figure 6 shows a sample RS test 
with each zigzag pair marked as a single event. The total number of tremor events are counted and 
divided by 9 to calculate the tremor frequency estimate. It is reasonable to expect that the ampli-
tude may correlate to the size of the zigzags, but we have yet to devise a method for evaluating this 
hypothesis. The RS test was performed 19 times on the subject to yield an average observed tremor 
frequency of 4.7 Hz (standard deviation = ±0.43 Hz). The average ATM frequency measurements 
for the same subject were 5.0 Hz (standard deviation = ±0.11 Hz). Both the RS and the ATM method 
are compared in Figure 7 below. The resulting frequencies from both methods agree quite well, with 
the ATM method showing greater precision. Both methods were sensitive enough to evaluate this 
moderate essential tremor subject.

Figure 6. A sample RS sample from an ET subject is shown.  
The RS trace shows the typical zigzag pattern, where each zigzag 
pair is indicative of a single tremor event. The total events 
divided by the total time, 9 sec., yields the tremor frequency.
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Figure 7. The average measured frequency from 19 RS tests, 4.7 Hz, and standard deviation, ±0.43 Hz, for an 
ET subject is shown in blue. The average measured frequency from 4 ATM tests, 5.0 Hz, and standard deviation, 
±0.11 Hz, for the same ET subject is shown in red.

4. CONCLUSIONS AND FUTURE WORK
The ATM and RS methods are sufficiently accurate, precise, and accessible to warrant further 

evaluation as to their usefulness for the routine monitoring of essential tremors and potentially 
for diagnosis. ATM may be capable of accurately measuring tremor frequency and observing the 
change in amplitude of a tremor with minimal technological requirements. Although ATM has 
been cast here as a potential clinical method, it is reasonable to imagine patients collecting the 
ATM recordings on their own at home and electronically sending the file to a clinician for eval-
uation. The ATM method has the distinct advantage over RS in that its frequency measurements 
are more precise and it can quantitatively evaluate amplitude. The RS method is a completely low 
tech variation of what many ET patients are already doing, and can be used to easily keep track 
of the frequency at home. The RS method provides reliable frequency measurements and may 
prove more accessible to the clinical community because of its similarity to the Archimedes spirals  
currently being used. Although only tested with one subject, the tremor frequencies measured by  
ATM and RS are consistent and complementary warranting their further evaluation in a larger  
ET population.

Future collaborations with physicians specializing in ET to study a larger ET population will be 
necessary to evaluate the full potential of the ATM and RS methods. A large ET population should 
be evaluated by ATM and the results compared to the subjective scale assessments performed by 
the clinicians. Finding tangible correlations between ATM frequency and amplitude values and 
physician assessment scales would not only substantiate the ATM method but could also provide 
valuable insight into the progression of ET if patients are monitored over a long period of time. 
Additionally, the same ET patients would perform RS tests on their own at home to allow for not 
only a large scale comparison of RS and ATM results, but also the evaluation of the precision and 
accuracy patients are able to achieve performing the test at home.

For a given ET patient, tremors may fluctuate significantly for reasons such as fatigue, hunger, 
and caffeine ingestion. Consequently, having annual qualitative clinical assessments may not only 
be quite subjective, but will be susceptible to the temporal variations of the tremor itself. Simply 
put, patients can have good days and bad days. Similarly, because of these same natural variations 
it is difficult for patients to assess the effectiveness of a newly prescribed treatment, like alcohol or 
beta-blockers, since so many things can affect the tremor symptoms. A quantitative assessment 
tool that could be used routinely in order to yield reliable and meaningful average tremor measures 
could dramatically improve the specificity of the care patients could receive, greatly increase the 
chances for researchers to find meaningful correlations between ET progression and the develop-
ment of other neurological and psychological conditions, and empower ET patients who generally 
feel helpless and hopeless with regard to their ET progression. 
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PRESS SUMMARY
We developed two methods to assess essential tremors: acoustic tremor monitoring (ATM) and rhyth-
mic spirals (RS) methods. These complementary methods are easy, non-invasive techniques that are 
likely to measure essential tremors quickly and inexpensively. ATM uses sound waves to monitor the 
frequency and amplitude of the tremor. RS is an at home method adapted from Archimedes spirals 
which gives a quick estimate of a tremor’s frequency.
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