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ABSTRACT 
Every day, artificial intelligence (AI) is becoming more prevalent as new technologies are presented to the public with the intent 
of integrating them into society. However, these systems are not perfect and are known to cause failures that impact a multitude 
of people. The purpose of this study is to explore how ethical guidelines are followed by AI when it is being designed and 
implemented in society. Three ethics theories, along with nine ethical principles of AI, and the Agent, Deed, Consequence (ADC) 
model were investigated to analyze failures involving AI. When a system fails to follow the models listed, a set of refined ethical 
principles are created. By analyzing the failures, an understanding of how similar incidents may be prevented was gained. 
Additionally, the importance of ethics being a part of AI programming was demonstrated, followed by recommendations for the 
future incorporation of ethics into AI. The term “failure” is specifically used throughout the paper because of the nature in which 
the events involving AI occur. The events are not necessarily “accidents” since the AI was intended to act in certain ways, but the 
events are also not “malfunctions” because the AI examples were not internally compromised. For these reasons, the much 
broader term “failure” is used.  
 
KEYWORDS  
Ethics; Artificial Intelligence; Agent-Deed-Consequence (ADC) Model; Principles of Artificial Intelligence; Virtue Ethics; 
Deontology; Consequentialism; AI Systems  

 
INTRODUCTION 
Artificial Intelligence (AI) is becoming more prevalent in society. As its outreach is becoming greater, the need for understanding 
how to avoid AI shortcomings is pertinent for developing quality applications in the future. Three contemporary examples of AI-
related failures and failures are detailed. The relation of the examples to the principles of ethics in AI, the three ethical theories, 
and the Agent Deed Consequence Model (ADC Model) are analyzed. The discussion and analysis will lead to a greater 
understanding of ethics in AI, as well as provide useful societal applications. Throughout this research, there is a determination of 
how each failure occurred and how the failures could be prevented in the future. A system of several steps is proposed with the 
intention of ensuring AI systems remain ethical. It is hoped that this model will lead to a greater understanding of why AI 
commits mistakes in order to allow knowledge to lead towards better outcomes and the prevention of AI failures.  
 
METHODS AND PROCEDURES 
There is a growing demand for products with integrated AI. This demand brings out a need to ensure AI acts ethically. AI is a 
system that can operate and complete its designated tasks without direct human input. As AI does not have the same capabilities 
for morality and ethics as humans do, it is always possible that AI may unintentionally violate ethical boundaries. To determine 
whether AI acted ethically or not, three ethical theories used to determine the morality of humans were explored: virtue ethics, 
deontology, and consequentialism. In addition, Dubljević’s nine proposed ethical principles for AI were used, ‘fairness and non-
discrimination’, ‘privacy, safety and security’, ‘human control of technology’, ‘transparency and explainability’, ‘accountability’, 
‘promotion of human values’, ‘professional responsibility’, and ‘sustainable development’.1,2 The nine principles relate back to 
aspects of the three ethical theories as well.2 Using these guidelines, case studies were conducted on three AI failures detailing 
how they violated specific principles of ethics in AI. An analysis is conducted to show how similar incidents could be avoided in 
the future using the ADC model. 
 
ETHICAL THEORIES 
Three well-known ethical theories that are used to evaluate the ethics and morality of a situation were investigated. These three 
theories are virtue ethics, deontology, and consequentialism.  
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Ethical Theories 

Virtue Ethics: 
Emphasizes the character of a person. It does not 
attempt to identify singular moral principles to any 
situation, rather, each person and situation should 

be evaluated individually. 

Deontology:  
Emphasizes whether the actions of a person are 

right or wrong, and whether those actions respect 
obligations, duties, and rights in a given situation. 

Consequentialism: 
Focuses on whether the outcomes of a situation 
are morally correct or not. Related to utilitarian 
ethics which favors the option that will result in 

the most good. 

Table 1. Ethical Theories defined within a table. 
 
Virtue Ethics 
Virtue ethics is a broad model that emphasizes the agency or character of a person.3,4 The theories of virtue ethics, “do not aim 
primarily to identify universal principles that can be applied in any moral situation,” unlike deontology and consequentialism 
theories.3,4 Virtue ethics would be concerned with examining virtues such as “responsibility”, “righteousness”, and “justice”. 
These virtues would serve as motives for why an agent may have acted the way they did. Another way of thinking about virtue 
ethics would be to consider more than just the actions one took, but also the principles behind one’s actions.5 A virtue ethics 
philosopher would believe that the reason for which a moral agent goes along with certain actions would be more important than 
the actions themselves. 
 
Deontology 
There are two components of deontology. The first is concerned with the actions of agents themselves and whether those actions 
are simply right or wrong.6,7 The second component is concerned with whether the actions of the agent respect the obligations, 
duties, and rights given the situation.8 Deontology claims that an agent is moral if it follows these two aspects. Ways to explore 
deontology ethics would be to identify the specific actions committed by an agent or certain expectations being followed through. 
Immanuel Kant was one such philosopher who supported this moral basis.5 Servicing patients in medicine and dentistry can serve 
as an example to further explain the point. In Washington, debates occurred on whether healthcare workers should be required to 
get the Covid-19 vaccine for work and if patients should also feel obligated to have the vaccine before going to a healthcare 
facility.5 Deontological ethics would examine whether it is right or wrong or set vaccines as mandatory in the healthcare system. 
To a deontologist, it would be wrong to restrict freedom for the sake of the greater good.5 In this sense, it would be wrong to 
mandate vaccinations to healthcare workers and patients. 
 
Consequentialism 
Consequentialism focuses on the results of an action, reasoning that an agent is moral if it chooses the most ethical consequence.8 
Also known as utilitarian ethics, consequentialism seeks for a situation to yield the most positive outcomes.8 Using the same 
example as before, it is possible to view the same problem from a different ethical lens. Since the consequentialist viewpoint 
favors the “greater good”, a philosopher would argue that it is right to set vaccines as mandatory in the healthcare system. As long 
as the vast majority of people who received the vaccine did not experience major negative side effects to it, then it would be 
reasonable to conclude that the greater good prevails over the individual, from the perspective of a consequentialist philosopher.  
 
Philosophers and ethicists have used these three theories to determine the most ethically correct solution regarding specific ethical 
dilemmas. There cannot be a “most ethical course of action” in certain events because people would have their own opinions on 
what an AI should do given the context of the situation. A well-known example would be the Trolley Problem: philosophers such 
as Kant and Mill would have their own opinion on whether the AI driving the Trolley should steer one way or stay on course. 
Kant would argue that it is up to humans to decide whether the trolley should continue on its course or should be intercepted by 
a person while Mill would most likely argue that it is better for five people to be saved than one person as is in accordance with 
the utilitarian point of view.9 These theories will be utilized through the analysis of the ADC model in section five of the paper to 
decide what is right and wrong in different aspects of a situation.  
 
PRINCIPLES OF ETHICAL AI 
There are nine principles regarding how ethics should be approached in AI: ‘fairness and non-discrimination’, ‘privacy, safety and 
security’, ‘human control of technology’, ‘transparency and explainability’, ‘accountability’, ‘promotion of human values’, 
‘professional responsibility’, and ‘sustainable development’. These principles are further divided into three categories: ‘avoiding 
undesired results’, ‘liability/acting responsibly’, and ‘ameliorating the lack of ethics in AI’. These categories and their respective 
principles will be explained further in this section. Table 2 shows a breakdown of the three categories with a short description of 
each principle. 
 

 



American Journal of Undergraduate Research www.ajuronline.org

 Volume 19 | Issue 4 | March 2023  5

 

 

 

 

Avoiding Undesired 
Results 

Fairness and Non-
Discrimination 

AI algorithms that are non-discriminatory, fair, inclusive, representative, and free from 
human biases. 

Privacy AI use that enables consent, protection from surveillance, and right to control the use of the 
data gathered. 

Safety and Security AI that does no harm to humans and resists external threats. 

Human Control of 
Technology 

AI that remains under human control and enables review by those impacted. 

 

Liability/Acting 
Responsibly 

Transparency and 
Explainability 

AI that enables oversight and can be explained, understood, and recognized. 

Accountability Continuous assessment and evaluation of AI use, as well as the creation of new regulations 
and subsequent liability for failure to meet these regulations. 

 

 

Ameliorating the Lack of 
Ethics in AI 

Promotion of Human 
Values 

AI that is used to benefit society, human civilization, and human rights. 

Professional 
Responsibility 

AI that is designed purposefully and collaboratively with relevant stakeholders. 

Sustainable Development AI that benefits or does not hinder the development of sustainable societies and objectives. 

Table 2. Categorization of the nine principles of AI. 

 

Avoiding Undesired Results 
‘Avoiding undesired results’ is composed of “principles concerned with avoiding the dangers of AI when used for unethical or 
immoral purposes, whether intentionally or unintentionally”.1,2 The first principle in this category is ‘fairness and non-
discrimination’. Dubljević's paper, Ethics of AI in Organizations, states that “care needs to be taken during both the creation and use 
of AI-based systems to ensure that human prejudice is not ingrained into the system before or after its initial deployment”.1 
‘Fairness and non-discrimination’ suggest that “AI should utilize only representative and high-quality data, be used impartially and 
equally across demographics, and consider a diverse array of stakeholders in its design and implementation”.10 The next principle 
is ‘privacy’. It includes the right to consent to AI-based data collection, analysis, and measures of control over the subsequent use 
of the data.1,2 After ‘privacy’, ‘safety and security’ are the next principles. ‘Safety and security’ propose that AI be protected from 
internal and external threats,10 as well as there be an element of predictability to the AI for the protection of society and 
individuals’ safety.10 The last principle in this category is ‘human control of technology’. Dubljević states that AI has to remain 
under human control and enable review by those the technology impacts.1 The outcomes of AI are ultimately within human 
governance and “results and decisions stemming from AI technologies should be able to be reviewed, opted out of, challenged, or 
otherwise managed by people”.10  

  
Liability/Acting Responsibly 
The next category, ‘liability or acting responsibly’, concludes that AI needs to be designed and utilized under appropriate scrutiny 
and within legal boundaries.1 The first principle within this category is ‘transparency and explainability’. This is defined by 
developing AI-based systems that may be easily managed and understood by experts and non-experts.1 It can also be defined as 
AI that enables oversight and can be easily explained, understood, and recognized.10 The second principle categorized as liability 
and responsibility is ‘accountability’. This refers to who or what is accountable for a decision made by an AI-based system and can 
be further divided into before, during, and after the use of the AI.1 In Ethics of AI in Organizations, Dubljević states that “after an 
AI-based system’s deployment, regulatory systems should exist to rectify unjust decisions made by the AI-based system, in 
addition to legal liability for those that cause harm using AI”.1  
 
Ameliorating the Lack of Ethics in AI 
After liability, the final category is ‘ameliorating the lack of ethical values in AI’. The definition relating to this category is that AI 
is inherently amoral, therefore rules and laws are needed to guide the way that it is used, making sure it is ethical.1,11 One principle 
in this category is the ‘promotion of human values’. The principle suggests that AI-based systems should be used for the common 
good and be deployed/developed consistent with human values.1 AI systems should be widely available and distributed as equally 
as possible.1,10 Along with the equal distribution of AI systems, there needs to be a set of values that are agreed upon based on 
every culture and idea in the world. The most common values being considered include human dignity, human rights, and 
fundamental freedoms, leaving no one behind, living in harmony, trustworthiness, diversity and inclusiveness, and protection of 
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the environment.11 The second principle in this category is ‘professional responsibility’. It suggests that “AI be designed 
meticulously, purposefully, and with the input of stakeholders across a variety of levels”.1,10 Designers of AI-based systems must 
consider the long-term effects of their creations, and must therefore ensure they are used in a reliable and valid manner.10 The 
final principle is ‘sustainability/sustainable development’, and it refers to “creating AI technologies that enable maintainable 
solutions to global problems such as healthcare and equality, minimizing resource waste, and environmental responsibility”.1,10 The 
Ethics of AI in Organizations, also states that it is important that the ethical principles of AI advocate for the avoidance of potentially 
disastrous outcomes of global warming.1 

 
AGENT-DEED-CONSEQUENCE (ADC) MODEL 
The ADC Model predicts that moral judgment consists of three components: the character of a person (agent), their actions 
(deed), and the consequences of the situation (consequence).12 The ADC model implicitly applies the three moral theories to 
evaluate different aspects of a situation, as each component of the ADC model is tied to a moral theory. The model predicts that 
moral judgments are positive if all three of its components are considered positive, and negative if all three of its components are 
considered negative.12 This model is useful because it can help one categorize the ethical and unethical elements of a situation. 
 

Ethical Theories ADC Model 
Virtue Ethics: Emphasizes the character of a person. It does not attempt to 

identify singular moral principles to any situation, rather, each person and 
situation should be evaluated individually.  

Agent Component: Is related to virtue ethics, as it emphasizes the traits of 
the person in a given situation.  

Deontology: Emphasizes whether the actions of a person are right or wrong, 
and whether those actions respect obligations, duties, and rights in a given 

situation. 

Deed Component: Is related to deontology, as it emphasizes the actions 
committed by a person and whether those actions follow moral principles.  

Consequentialism: Focuses on whether the outcomes of a situation are 
morally correct or not. Related to utilitarian ethics which favors the option 

that will result in the most good.  

Consequence Component: Is related to consequentialism, as it focuses on 
the end results of a situation.  

Table 3. Ethical theories compared with the Agent-Deed-Consequence Model. 
 

An example event will be explored to better understand each component of the ADC model. This scenario consists of emergency 
responders arriving at a collapsed building with people stuck under the debris. The emergency responders have a robot integrated 
with AI to assist them in deciding the most effective and efficient method for helping survivors out from underneath the rubble. 
The robot will analyze the conditions of the victims, assess the surrounding scenario, and make assumptions to determine how to 
act when coming across a victim. The victims would have to reach medical care as soon as possible, so the time for retrieval is 
critical.  
 
Agent Component & Virtue Ethics 
Virtue ethics emphasize the agency or character of a person, similar to the agent component of the ADC model.3,13 The theories 
of virtue ethics “do not aim primarily to identify universal principles that can be applied in any moral situation,” unlike deontology 
and consequentialist theories, which do.4  
 
In relation to the scenario, the Agent component in question would be the robot itself. Since the robot is proactively deciding 
who to save or who not to save based on specific circumstances, it acts as the individual who is in charge of making ethical 
decisions. The robot would utilize ethical virtues and the circumstantial information available to it in order to make the most 
appropriate decision.  
 
Deed and Deontology 
Deontology claims that an agent is ethical if “it respects obligations, duties, and rights related to given situations”.8 Deontology 
specifically relates to the actions of a person, similar to the deed component of the ADC model. In the case of the example, the 
decision made by the robot to save certain people over others, or how the robot saved certain people, would make up the Deed 
component. A robot might decide to prioritize saving one person over another because it believes one has a much greater 
probability of survival. A robot might also decide that to save a person, it would have to cut off someone’s leg if it is stuck under 
rubble and there is no quick way to remove it. The robot may have to be put in a position in which consent from the victim is 
“implied” if they are unconscious, and this would affect the ethical perception of human operators.  
 
Consequence and Consequentialism 
Consequentialism relates to the results of actions that are performed and defines virtues as traits that yield good consequences.8 It 
focuses on judging the moral worth of the results of actions, related to the consequences component of the ADC model. 
Regarding the scenario, the result of the assessment and decisions made by the robot would contribute to the Consequence 
component of the ADC model. If the people who were prioritized survived and those who weren’t prioritized didn’t, negative 
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backlash could arise against utilizing the robot. On the other hand, if the people the robot brought out of the rubble did not 
survive, a different negative backlash could occur due to the inability to save anyone. 
 
CASE STUDIES OF AI FAILURES 
While there has not been much research done on the ethical consequences of artificial intelligence, there are plenty of examples of 
failure of AI. In this section, case studies were conducted on three different AI failures to analyze how they violated ethical 
principles of AI. To prevent similar cases from occurring, a summary of the events, a discussion of the implications, and 
recommendations were given.  
 
The three events reviewed in this section are an Amazon AI hiring tool, a company’s AI system that carries out automatic tasks 
such as renewing contracts and access, and a Microsoft chatbot AI sent out on Twitter. These three AI systems failed to meet 
their expectations regardless of whether it was the programmers’ fault or human input. In turn, there is something to be learned 
from each failure. 
 
Case 1: The Sexist Amazon AI Hiring Tool 
An AI recruiting tool from Amazon showed significant negative bias towards women when analyzing resumés. The experimental 
tool used an AI system to give candidates scores from one to five stars, based on their resumés, with the goal of selecting the top 
five applicants.14 The company soon realized that the AI tool was not selecting candidates for software development and other 
technical jobs gender-neutrally. Since the system was programmed to select resumés similar to those submitted to the company 
over a ten-year period, it inherited a bias towards men, as the company had mostly employed men in the past.14 Male dominance 
in the technological industry also played a role in this failure. The program took points away from resumés that included words 
referencing women and even “downgraded graduates of two all-women’s colleges,”.14 When trying to solve this problem, Amazon 
worked to edit the program, making the program remain neutral to terms referring to women but the system would continuously 
find a way to circumvent this, based on what it was originally taught. 
 
Analysis  
This particular case of AI mistake falls under the Ethics of AI category of ‘Fairness and Non-Discrimination’. Dubljević states in 
his Ethics of AI in Organizations paper that “care needs to be taken during both the creation and use of AI-based systems to ensure 
that human prejudice is not ingrained into the system before or after its initial deployment”.1 The ‘fairness and non-
discrimination’ principle, as detailed above, suggests that AI should only use highly representative data. Despite having a lack of 
diverse records, the AI system needs to consider that there are other participants in society outside of the data provided.. . The 
system needs to be able to consider the diverse demographics of the real world.10 In this case, the AI system did not obtain the 
original resources to have a highly representative set of data. The program was given the resumés that humans had gone through 
before which were biased as a result of the time period, i.e. not many women in the workforce or focused on the technological 
industry. Furthermore, Amazon's hiring tool did not promote human values by disregarding the common good of its applicants. 
Since the tool did not look at applicants objectively and give a fair chance to each one, based on sex, it did not promote the 
common good of each applicant. Amazon failed to follow two additional principles as well, ‘professional responsibility and 
accountability’. Amazon declined to comment on the incident,14 showing indifference and lack of accountability for the tool they 
implemented, declining applicants without human interaction. The refusal to comment on the incident also highlights a lack of 
diversity and misguided judgments on the implementation of ethical guidelines for this tool. This, in turn, opposes the principle of 
‘professional responsibility’. In reference to the three main ethical theories, deontology, virtue ethics, and consequentialism, the 
bias incident discussed, has a stake in each. Relating to deontology and action in the ADC model, in the beginning, an AI system 
should be created that is unbiased and fair in its selections and ideas. Taking the time to develop the program correctly and 
without bias will save time in the long run. The virtue ethics key to this issue is to create algorithms that are fair, inclusive, non-
discriminatory, and representative of all people; this is because the AI could be considered as an agent in making decisions, if the 
AI is treated as its own entity and considered capable of making its own decisions beyond what the developers had in mind. This 
is important because it not only makes places more diverse, but it shows a realistic portrait of the world right now. Finally, in 
reference to consequentialism, know the consequences of a biased program and the unfairness that comes from it. Everyone 
should be represented equally in a system. If there is fairness and non-discrimination in the development of the program, there 
will be less time spent trying to fix the system. 
 
Recommendation 
As companies are integrating AI into their systems and workplace, the indifference to consequences and possible errors associated 
with AI needs to be addressed. Using the Agent component of the ADC model, each applicant's character for the company 
should be analyzed. In relation to the Deed component of the ADC model, the action that is taken by the system should always 
be extensively researched before implementation and there should always be the ability to have human intervention. There should 
be a responsible party, making sure that the AI is following the correct guidelines, reevaluating each applicant based on their own 
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merits. The consequence component of the ADC model would be associated with the AI realizing that individuals should not be 
voted down when certain words are used in their resumé, especially when the initial sample of applicants was not representative of 
society as a whole. Through evaluating and implementing these components and characteristics of AI, a world will be created that 
promotes human values and equality. 
 
Case 2: The Man fired by AI 
Mr. Ibrahim Diallo became the victim of an AI failure when a system controlled by the company he worked for terminated his 
employment status with the company upon the expiration of his contract, without knowing of this expiration or termination.15 
Diallo's false termination was first discussed after his key card would not allow him access to the building or the logins for his 
computer. Shortly after noticing, he seemed to have resolved the issue with his manager; nevertheless, security escorted him out 
of the building.16 Looking into the reason for his termination, Diallo found that the contract, originally signed when he was hired, 
had not been renewed. The AI system promptly terminated his employment at the company due to prior obligation and 
programming. This resulted in Mr. Ibrahim losing three full weeks of pay and the eventual resignation from his position.15 
 
Analysis 
Diallo’s story shows a need for ethics in AI and how automated, intelligent systems can result in harm not only to the employee 
but the employer as well. The company could lose effective employees through scenarios such as this one. This AI failure fits 
under the ethical principles of ‘human control of technology’, ‘professional responsibility’, ‘transparency, and explainability’, as 
well as ‘privacy’.1 Humans remaining in control of technology connects with deontology as being able to review the impacts of 
technology and artificial intelligence. Without humans taking correct and decisive action against such failures, AI can continue to 
make these mistakes. Also, humans remaining in control of technology is aligned with consequentialism because if AI is not 
observed and inspected for mistakes by humans, there will be consequences in the future. Diallo’s story connects with virtue 
ethics in that humans must continue to have ‘professional responsibility’ when it comes to AI. There needs to be a chain of 
command when it comes to the blame of AI, when it makes a mistake, especially in the professional world. It was the professional 
responsibility of Diallo's bosses to correctly reinstate his credentials within the computer system, instead of only reassuring him 
vocally that he had not lost his job. The lack of professionalism is eventually what made him have to leave his job. The company 
not taking the time to review Diallo’s problem shows a lack of ‘transparency and explainability’. It is the employer’s responsibility 
to ensure the employee remains informed of their contract status. Nevertheless, the employers failed to do so. The privacy of Mr. 
Ibrahim was also breached when the company was required to escalate the situation to higher and higher levels of management. 
Diallo continuously had to ask others for their access to buildings and software because his had been revoked. This sharing of 
information not only hindered Diallo's privacy but the privacy of those around him. The consequentialist view of this situation is 
that artificial intelligence and other technology could get out of control and humans would not be able to stop it from making 
unethical decisions. The human view of the ethical decision-making process would possibly be obsolete. 
 
Recommendation 
Ibrahim Diallo’s experience with his employer exacerbates the need for guidelines in reference to AI. His situation could have 
been avoided if the system prompted a human supervisor to approve of any major tasks/decisions such as completely revoking an 
employee's status with the company. The agent component of the ADC model connects to this AI failure by allowing for analysis 
and rechecking of decisions made by nonhumans. The deed component of the ADC model is that the system should have been 
double-checked during the affair as well as being equipped with a course of action for situations such as these. The employer 
should be able to stop the process of termination if need be. The consequence aspect of the AI failure is that Diallo’s employer 
lost a good employee who was continuously regarded as “receiving constant praises” and whose “work spoke for itself,”.16 

 
Case 3: Microsoft Chatbot Learns Prejudice and Discrimination 
Microsoft released a chatbot named “Tay” in 2016 with the intention of learning from humans on Twitter. The bot was meant to 
reflect the account of a teenage girl, learning from humans by interacting through tweets.17 Just twenty-four hours after the 
chatbot was released, the tweets changed from, “humans are cool” to supporting neo-nazism, racism, misogyny, and genocide in 
its following interactions.17 Microsoft took down the chatbot swiftly and made an apology statement to Twitter users. Microsoft 
revealed that Tay was targeted by hate groups and Microsoft employees should’ve prevented this from happening.18 
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Figure 1. Profile picture of chatbot Tay. 

Analysis 
Through the quick progression of Tay learning prejudice and discrimination, it is shown how human interactions can have 
negative effects on AI when not programmed keeping ethical considerations in mind. Tay was programmed to learn from 
interactions with users, without discerning between moral and immoral values, leading to failure in adhering to the principle of 
‘promotion of human values’.1 Since the ethical principle proposes that AI should be used for the common good, Tay and other 
chatbots would need to be created with the capacity to differentiate between positive and negative human values, so that it may 
only learn the former. Tay is also an example of an AI that had an unintended and unpredictable outcome. Microsoft did not 
foresee Tay becoming discriminatory and prejudicial, this shows a level of unpredictability that breaks the ethical principles of 
‘fairness and non-discrimination’ and ‘safety and security’.1 This major shortcoming of Tay shows how AI and machine learning, 
without proper safety nets and protocols, can lead to catastrophic events. Though Tay could not physically harm Twitter users, an 
AI that interacted with people personally in real-life applications could have had devastating effects on users and non-users alike. 
Take for instance an autonomous vehicle that could learn misogyny from its user. If a situation arose when a crash was inevitable 
between hitting a man or a woman, the AI may end up targeting the woman since the user demonstrated a negative bias towards 
women in general. If AI is created with the ability to learn characteristics about its user or users it interacts with, it must also be 
created with guidelines to not learn human notions such as misogyny, racism, or other hateful beliefs.  
 
Recommendation 
One method that can be employed to ensure AI only learns a certain set of values is through the use of the ADC Model. As the 
AI views and interacts with users, it has the opportunity to study their beliefs, attitudes, and behaviors to learn how to be better 
suited to users. Using the agent component of the ADC Model, the AI would have to recognize the intrinsic characteristics of the 
users it interacts with, as well as recognize how its agency may be viewed by others. Concerning the deed component, the AI 
would need to recognize actions that are inappropriate and ensure it does not copy them. In relation to the consequence 
component, the AI would need to realize how the results of its actions could impact others negatively. Through evaluating these 
characteristics, the AI would ensure its learned characteristics do not match negative human values and fulfill the three 
components of the ADC Model. Through AI only learning positive human virtues and values, AI will have the potential to 
benefit users and humanity as a whole.  
 

Case Principles Overall Impact 
 

The Sexist Amazon AI Hiring Tool 
- Fairness and Non-Discrimination 
- Accountability  
- Professional Responsibility  
- Promotion of Human Values 

AI needs to be created with the goal of treating 
everyone equally no matter the gender, race, 
ethnic background, sexual orientation, etc. 

 
The Man Fired by AI 

- Transparency and Explainability  
- Human Control of Technology 
- Professional Responsibility  
- Privacy  

 
AI systems may need human input before carrying 

out major tasks. 

 
Microsoft Chatbot Learns Prejudice and 

Discrimination 

- Fairness and Non-Discrimination 
- Safety and Security 
- Promotion of Human Values 

AI must not inherit human biases that can harm 
humans or other AI. Additionally, it is important 
for humans to realize the impact they have on AI 

intelligence and learning.  

Table 4. Table analyzing each of the cases of AI failures and their overall impact on society. 
 

REVISED PRINCIPLES & DEVELOPED MODEL 
As was the intention from the beginning, a model was created to help identify the unethical aspects of a situation in which AI 
failed or committed failures. Through the analyses of three unethical AI failures, a model was developed that would help guide 
society to recognize specific unethical aspects of AI. Going through the steps in the model, one can determine what components 
of the ADC model were unethical, what principles of ethical AI were violated, as well as how AI was involved in the failure. The 
model is named the “AI Failure Analysis Model (AIFAM). 
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Figure 2. The AI Failure Analysis Model (AIFAM). 

 
It is recognized that this model could be useful for creators or users of AI to look back and ensure their systems operate ethically 
after a failure occurs. The model could be utilized at companies such as Tesla, Amazon, or Google to objectively reevaluate their 
AI, and make necessary changes to it if necessary. Using the model, companies would demonstrate, to the public, how they plan 
on identifying and repurposing their AI after a failure occurs.  
 
Steps of the Model 
In this subsection, the steps of the AIFAM model are described and explained. 

1. AI Failure Occurs 
a. AI fails and does not fulfill its purpose; the AI deviates from its programmed intention. 

2. Gather Information 
a. The person/group conducting research on the failure obtains as much information about the failure, the AI 

used, and any helpful contextual information. 
3. Determine the Causes 

a. At this step, the factors that led to the failure are examined. Each component has sample questions to help 
identify the causes and unethical aspects of the failure.  

b. ADC Model:  
i. What aspects of the situation were unethical? Agent, Deed, and/or Consequence? 
ii. How were they unethical?  
iii. Why were they unethical? 

c. Violation of the Principles of Ethical AI 
i. What principles of ethical AI were not followed? 
ii. How were they not followed? 
iii. Why were they not followed? 

d. AI Involvement in the Failure 
i. What was the AI originally intended/programmed to do? 
ii. How did the AI fail to meet its programming? 
iii. Why did the AI not follow its protocols? 

4. Determine and Implement Corrective Action 
a. By knowing the causes for which the AI acted unethically, it is possible to determine how to tackle those causes 

to ensure they do not cause more failures. One should ensure these failures are not carried out by 
implementing corrective actions on the AI. 

5. Reflect to Prevent 
a. Using the information collected, the analysis made, and the corrective action determined and implemented, one 

is able to reflect on the AI failure as a whole and ensure similar occurrences do not occur in the future.  
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DISCUSSION & CONCLUSION 
The different failures involving AI showcase how ethical principles can be infringed upon in real-world applications.  
Though the failures of imperfect AI pale in comparison to science-fiction movies such as The Terminator, where the AI evolves on 
its own and attempts to carry out human extinction, the effects of these failures were still felt by real people such as Diallo who 
resigned his position and women who could have been hired by Amazon. The creators of AI must adopt ethical mindsets if they 
hope for their systems to operate ethically and have little to no possibility of harming human beings. Ethical principles are 
designed to protect humans from the dangers of AI, and they are further used to advance humanity as a whole to greater heights. 
Specific instructions on how to program or teach AI to respect and adhere to the ethical principles of AI are not provided, as that 
is outside the scope of this paper. However, guidance is given to ensure AI remains ethical in its growth and development.  
 
Through exploring widely different examples of failures in AI, ethical principles of AI were observed in real-world applications. 
The Amazon AI hiring system trespassed on the principle of fairness and non-discrimination. The AI wrongfully firing a man 
violated privacy and professional responsibility. Microsoft’s Tay chatbot could not fulfill the promotion of human values. These 
failures show why ethics in AI is important, and they encourage the creators of AI to prevent these failures from occurring again 
by taking closer looks at the causes of the events and why the AI might’ve acted the way it did. The AIFAM was created to 
analyze these events, and prevent them from happening again in the future, as it incorporated information from the ADC model, 
the principles of ethical AI, and the AI failure itself.  
 
Nevertheless, the AIFAM should not be seen as a definitive and final guide to analyzing past failures and preventing future 
failures. Rather, it should be regarded as a starting point for ensuring AI remains ethical as it develops throughout the years. 
Future research is needed in areas such as analyzing more specific details of why AI behaves the way it does and how certain acts 
could be viewed as ethical or not to AI. These two topics of research may enhance the AIFAM or may need their own model to 
more closely examine the causes or why AI acts unethically. Having the AIFAM serve as a starting point for more research, it is 
hoped that AI remains ethical in terms of both its use and development.  
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PRESS SUMMARY  
Have you wondered how Artificial Intelligence (AI) makes decisions? What about the ethics of those decisions? How does AI 
help or harm different people? Artificial intelligence is not always perfect and is known to cause failures that impact a multitude of 
people. The purpose of this study is to explore how ethical guidelines are followed by AI when it is being designed and 
implemented in society. Three ethics theories, along with nine ethical principles of AI, and another model associated with ethics 
were investigated to analyze failures involving AI. When a system fails to follow the models and theories, a set of refined ethical 
principles are created. By analyzing these AI failures, an understanding of how similar incidents may be prevented can be gained. 
Additionally, the importance of ethics being a part of AI programming is demonstrated, followed by recommendations for the 
future incorporation of ethics into AI. 
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ABSTRACT 
Indoor Air Quality (IAQ) contributes to the health and comfort of people living and working indoors. Poor IAQ can be linked to 
indoor and outdoor sources of contaminants. One recent solution for improving IAQ is the use of Electrostatic (ES) air cleaning 
technology. An ES air cleaner can be installed in a heating, ventilation, and air conditioning system where it pre-filters large dust 
particles and shocks smaller particles into a collection tray. However, ES air cleaners have been known to give off ozone as a by-
product, which is, itself, an air contaminant. Ozone is found outdoors as product of sunlight combining nitrogen oxides and 
volatile organic compounds generated from man-made pollution. Indoor ozone concentration will depend on the introduction of 
outdoor ozone indoors through natural ventilation, mechanical ventilation, and infiltration through the building’s envelope (in 
order of importance). Two different ES air cleaners, A and B, were installed in the air conditioning system of research house #2 
of the TRANE Residential Heating and Cooling Research Lab at the University of Texas at Tyler. A series of ozone experiments 
were conducted, which included measuring the baseline ozone levels at the research houses with different levels of insulation, 
observing the increase in ozone due to the powering on of mechanical ventilation, and observing the increase in ozone due to the 
powering on of the installed ES air cleaners. The baseline ozone levels observed in research house #2, whose envelope is more 
tightly insulated, was found to be lower than in research house #1 whose envelope is less tightly insulated. With regards to 
mechanical ventilation, an increase in ozone levels were seen in addition to an even higher increase in ozone levels when the ES 
air cleaners were powered on in tandem. In terms of the single contribution of the ES air cleaners in raising indoor ozone levels, 
the data shows that although the ES air cleaners increased the ozone concentration in the house, the levels are not of concern as 
they were less than the FDA limit on indoor ozone generation. 
 
KEYWORDS 
Indoor Air Quality; Ozone; Electrostatic Air Cleaner; Infiltration; Mechanical Ventilation; HVAC; Pollutant; Indoor Contaminant 

 
INTRODUCTION 
Indoor Air Quality (IAQ) refers to the quality of air within and around buildings and structures.1 IAQ contributes to the health and 
comfort of people living and working indoors where most of our lives, around 90%, are spent. Indoor concentrations of pollutants 
can be up to two to five times the concentration found outdoors, depending on indoor sources, which can lead to lack of 
productivity and negative health effects for indoor residents.2,3 The primary causes for a deficiency in IAQ include indoor sources 
of air pollutants, and the infiltration of outdoor pollution. Outdoor air contamination enters a residential house through cracks and 
openings in the house’s envelope. The most common indoor pollutants include fine particulate matter (PM), volatile organic 
compounds (VOCs), and carbon dioxide (CO2); in addition to ozone (O3), which is the contaminant of consideration in this study.  
 
One solution for improving IAQ, in the abatement of indoor contaminants, have been air cleaners. There are different technologies 
for air cleaners such as photocatalytic oxidizers (PCO) air cleaners and electrostatic (ES) air cleaners, etc. However, even though air 
cleaners assist in reducing contaminants, some are known to give by-products of another contaminant.4 Electrostatic air cleaners 
work to reduce PM in an indoor environment; however, they are known to produce ozone as a by-product. They are sold as 
portable air cleaners placed in singular locations and air cleaners installed in-duct that work to clean the air in all rooms integrated in 
the heating, ventilation, and air conditioning (HVAC) system. 
 
Ozone is a highly reactive gas, composed of three oxygen atoms. At the stratospheric level, the earth’s upper atmosphere, ozone is 
formed through the interaction of solar radiation with molecular oxygen. Stratospheric ozone is essential as it protects the surface 
of the earth from harmful ultraviolet (UV) radiation from the sun. Tropospheric ozone is harmful because of its proximity to 
humans at ground or “breathing” level as an air contaminant. The EPA has an air quality index (AQI) related to 8-hour averages of 
ozone concentrations separated in categories classified as good (0-54 ppb), moderate (55-70 ppb), unhealthy for sensitive groups 



American Journal of Undergraduate Research www.ajuronline.org

 Volume 19 | Issue 4 | March 2023  14

 
 

(71-85 ppb), unhealthy (86-105 ppb), very unhealthy (106-200 ppb), and hazardous (201+ ppb). The EPA also states that a 2-hour 
average of 600 ppb ozone concentration is considered a significant harmful level with imminent effects.5 Tropospheric ozone is 
considered the outdoor ozone that surrounds buildings and structures. Outdoor ozone is found outdoors as product of sunlight 
combining nitrogen oxide (NOx) and VOCs generated from automobiles and coal-fired power plants. In addition to VOCs 
generated from trees and vegetation. This leads to urban areas having higher levels of outdoor ozone than rural areas where there is 
less pollution. This is also why outdoor ozone is higher in the daytime and, seasonally, in the summertime where there is more 
sunlight in comparison to wintertime. Geographical location and meteorological conditions are also factors in outdoor ozone 
concentrations in terms of the production and transport of outdoor ozone.6 
 
Indoor ozone concentration will depend on the introduction of outdoor ozone indoors through natural or mechanical ventilation, 
and infiltration through the envelope. Indoor ozone concentrations will also depend on known indoor sources of ozone by some 
electrical devices that give off ozone as by-products. Such as electrostatic (ES) air cleaners, photocopiers, laser printers, etc.7 FDA 
standard (21CFR801) is related to products that emit ozone as a by-product. The standard states that devices that generate ozone as 
a by-product should not generate ozone in excess of 50 ppb or parts-per-billion. This concentration is related to both the volume 
of air circulating through the device or an accumulation of ozone in an enclosed space intended to be occupied by humans. 
Enclosed spaces include houses, apartments, hospitals, and offices.8 
 
This paper focuses on the contribution that two in-duct ES air cleaners, A and B, had in raising indoor ozone concentrations. 
This paper also presents literature on meteorological factors that influence outdoor ozone, and the effect of envelope 
characteristics on the indoor infiltration of outdoor ozone. Two ES air cleaners, identified as A and B to avoid mentioning 
brands, were evaluated for their contributions in raising the indoor ozone concentration at one of the two test and research 
houses at the University of Texas at Tyler. Additional ozone experiments were run to read baseline indoor ozone levels, indoor 
ozone levels with the introduction of mechanical ventilation, and a comparison of indoor ozone concentrations between the two 
houses that have different construction characteristics.  
 
Characterization of the tropospheric boundary layer and outdoor ozone 
The earth’s surface layer is a part of the tropospheric boundary level (BL) which is the lower-level atmosphere that is affected by 
the friction and transfer of heat from the earth’s surface. The tropospheric BL develops periodically throughout the day. In the 
morning, sunlight heats the earth’s surface creating a transfer of heat into the atmosphere; eroding the stable layer formed 
overnight through radiational cooling. The new BL combines surface heating and wind turbulence and creates what is known as 
the mixed layer, reaching its maximum depth in the afternoon. The rapid growth of the mixed layer coincides with the mixture of 
outdoor pollutants.9 As the sun sets, and solar radiation decreases, a new stable nocturnal BL is established which leads to the 
discontinuity of pollutants at this level. However, there is a residual layer at a higher elevation that contains pollutants from the 
daytime. An example of the diurnal cycle can be found in Jacob, J. D.10 
 
Ozone is produced photochemically by the oxidation of methane, carbon monoxide (CO), and non-methane hydrocarbons 
(NMHCs) in the presence of nitrogen oxides and sunlight. This process leads to ozone having strong diurnals variations near the 
earth’s surface layer. During the afternoon, mixing ratios of outdoor ozone increase at its highest coinciding with the combined 
effect of photochemical production and the mixing of ozone rich air masses from the residual BL. At nighttime, mixing ratios of 
outdoor ozone are at its minimum due to dry deposition and a lack of solar radiation in the shallow nocturnal BL.11 Dry 
deposition is when particles are removed from the atmosphere due to gravity.12 

 
Diurnal and seasonal characteristics of outdoor ozone 
The diurnal and seasonal cycle of outdoor ozone can be related, generally, to solar radiation as stated in the introduction. This 
correlation is illustrated by a study that was conducted by the Department of Environmental Sciences at King Abdulaziz 
University (KAU) which observed the diurnal and seasonal variations in Yanbu, Saudi Arabia. Table 1 shows the minimum and 
maximum outdoor VOC concentrations seen in a diurnal cycle for four seasons, respectively.13 
 

 Winter Spring Summer Autumn 
Maximum VOC concentration 
(ppb) / Hour of occurrence 28/17.5 39/12.5 36/11.5 32/14.5 

Minimum VOC concentration 
(ppb) / Hour of occurrence 8/8.5 12/7.5 13/7.5 10/7.5 

Table 1. Maximum and minimum VOC concentrations seen in a diurnal cycle for four seasons.13 

 
A couple of things can be concluded from Table 1. One is related to the diurnal cycle of outdoor ozone. The minimum 
concentrations of ozone occurred at early hours (7:30 or 8:30 AM) for every season. The maximum concentrations of ozone 
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occurred at later hours (11:30 AM, 12:30 PM, 2:20 PM, or 5:30 PM) for every season. This is consistent with the characteristics of 
the diurnal cycle of outdoor ozone, showed to follow the development of the tropospheric BL mentioned in the Characterization of 
the Tropospheric Boundary Layer and Outdoor Ozone section. Outdoor ozone from the residual BL is further mixed and created as solar 
radiation increases throughout the day. Outdoor ozone levels reach their peak at the height of sunlight. As the sun sets, and solar 
radiation decreases, outdoor ozone concentrations begin to diminish and stabilize into the nocturnal BL. Another conclusion 
from Table 1 is that outdoor ozone has a seasonal cycle. The highest range of outdoor ozone concentrations is seen in the spring 
followed by summer, autumn, and is lowest in the winter. A ranking of months which can also be related to the amount of solar 
radiation seen in those months. 
 
Trends of outdoor ozone in areas of different urbanization 
For the most part, outdoor ozone levels are higher in urban areas than rural areas. Higher levels of nitrogen oxides and man-made 
VOCs are found in urbanized areas which combine under sunlight to produce ozone. This process is as follows and is shown in 
Equations 1 through 3. Nitric oxide (NO) from the oxides of nitrogen (emitted mainly from fossil fuel combustion) mix with 
existing ozone (O3) into nitrogen dioxide (NO2) and oxygen (O2). The nitrogen dioxide is later photo-dissociated (hv) back into 
nitric oxide and a singular oxygen atom. The singular oxygen atom then combines with oxygen compounds to form ozone with a 
third stabilizing molecule (M) that works to remove excess energy.14 

 
 𝑁𝑁𝑁𝑁 � 𝑁𝑁�  �������⎯⎯�  𝑁𝑁𝑁𝑁� �  𝑁𝑁� Equation 1. 

 
 𝑁𝑁𝑁𝑁� � �� �������⎯⎯�  𝑁𝑁𝑁𝑁 � 𝑁𝑁 Equation 2. 

 
 𝑁𝑁� � O �� �������⎯⎯�  𝑁𝑁� �� Equation 3. 

 
The Greek research article “Indoor Air Pollution: The Case of Ozone in Three Regions in Greece” included the dependence of 
outdoor to indoor ozone concentration ratios on the degree of urbanization.15 A full diurnal cycle of data was taken from the 
metropolitan city of Athens and the less-urbanized Zakynthos Island. Outdoor ozone levels peak much higher in Athens than 
Zakynthos island. The maximum outdoor ozone concentration seen in Athens was 90 ppb and 55 ppb in Zakynthos. Higher 
levels of outdoor ozone translate to higher indoor levels of ozone as well. The maximum indoor concentrations of ozone seen in 
Athens was 55 ppb and 25 ppb in Zakynthos Island. The comparison of the two cities illustrates how more urbanized areas with 
more pollution contribute to higher levels of outdoor ozone which translate to higher indoor levels of ozone. In is important to 
state that high outdoor ozone concentrations can be seen in rural areas due to the transportation of ozone which will discussed in 
the following section.16 
 
The effect of wind on the transportation of outdoor ozone 
Ozone can be transported from major cities into rural areas with the downwind of ozone and its precursors (NOx and VOCs). 
Outdoor ozone levels in urban areas peak during afternoon hours at the height of sunlight intensity. Rural areas where outdoor 
ozone levels are high, usually peaks in outdoor ozone levels in the late afternoon or evening from the ozone transported from 
more urbanized areas. Depending on wind speeds and patterns, outdoor ozone levels can be transported hundreds of miles 
downwind. There is a map in EPA that shows a map of the US with four colors representing four ranges in outdoor ozone 
concentration. The darker colors highlight areas which have higher levels of outdoor ozone.6 For the most part, the darker colors 
are seen in areas with major cities that are highly urbanized. However, the rural areas around the urbanized areas experience 
heightened levels of outdoor ozone. Just at lower concentrations. This effect can be linked to wind patterns.6 The Commission 
for Environmental Cooperation (CEC) has a report on the long-range transport of ground level ozone and its pre-cursors. The 
report states the regional extent of high outdoor ozone concentrations from urbanized regions with high pre-cursor emissions is 
highly dependent on wind patterns. During low-speed wind cycles, heightened ozone levels tend to remain near the region of 
formation14. 
 
A study named “Influence of local meteorology and NO2 conditions on ground- level ozone concentrations in the eastern part of 
Texas, USA” included an analysis on the effect that wind speed, wind direction, and nitrogen dioxide had in the concentrations of 
outdoor ozone. The study collected data from various monitoring stations in east Texas counties. In the correlation analysis, it 
was found that increases in nitrogen dioxide levels led to higher levels of outdoor ozone. The two variables had positive 
correlation coefficients through the course of a week in May. The coefficients were significant at a significance level of 1%. 
Variations were seen in the locations of maximum ozone with respect to time, even though the maximum concentrations of nitric 
dioxide were measured near the region of formation. Which leads back to the principle of the transportation of ozone due to 
wind.  
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The study observed the transportation of high outdoor ozone concentrations from regions of high nitric dioxide levels based off 
wind speed and direction. Seven days were chosen for observation with the help of spatial distribution maps of ozone, which 
were used to identify the movement of high outdoor ozone levels. On days that significant wind patterns were observed, high 
levels of outdoor ozone were observed in areas around the regions of formation. These areas were found to be in the direction of 
wind moving from the regions of formation. On the days that wind speeds intensified; high outdoor ozone levels were 
transported to a greater extent in the direction of the prevailing winds. On days that the wind speed were not as strong, no 
significant transportation of ozone was seen. The study concluded that the distribution patterns of outdoor ozone were definitely 
influenced by wind speed and direction.17 
 
Infiltration of outdoor ozone into an indoor environment 
Outdoor ozone can infiltrate a building’s envelope in three different ways. Through cracks and openings in the exterior, natural 
ventilation, and mechanical ventilation. A parameter used for measuring the infiltration of outdoor in an indoor environment is 
the I/O ratio. The I/O ratio relates the concentration of indoor ozone as a percentage of outdoor ozone concentrations. Each of 
the three paths of infiltration have different I/O ratios. Differences in I/O ratios between the two types of ventilation are due to 
the fact that outdoor ozone will pass through more filtering in mechanical ventilation than natural ventilation. Infiltrations 
through cracks and exterior opening have the smallest effect in raising the I/O ratio and will depend on the tightness of the 
building’s envelope.  
 
A study called “Study of outdoor ozone penetration into buildings through ventilation and infiltration” observed I/O ratios under 
the three paths of outdoor ozone infiltration. The study included the summary of a literature review on I/O ratio values seen in 
385 houses for the three paths of infiltration. I/O ratios were listed as 0.09, 0.19, and 0.47 for infiltration, mechanical ventilation, 
and natural ventilation respectively. These values corresponded to median air exchange rates, or air changes per hour (ACH), and 
surface deposition rates. The study concludes listing the paths of infiltration in order from lowest to highest I/O ratios. This 
means that natural ventilation led to the biggest infiltration of outdoor ozone indoors, followed by mechanical ventilation, and 
infiltrations through cracks.18 
 
Another study investigated, “The impacts of building envelope design on indoor ozone and health exposures in residential 
houses”.19 Data was recorded in four rooms, from three houses with old construction, with different exterior finishes and levels 
of tightness. None of the houses had any significant sources of indoor ozone such as photocopiers or printers. The houses were 
occupied with no restriction on their daily routines, and data was taken over the period of 10 days. The constructions of the four 
envelopes with their respective I/O ratios are summarized in Table 2. 
 

Envelope Exterior Wall Finish Wall surface area 
(ft2) 

Window 
Perimeter (ft) 

Window to 
Wall Ratio 

Wall Thickness 
(in) I/O ratios 

1 Stucco 143 33 0.21 11.0 0.49±0.24 
2 Brick 134 33 0.22 16.0 0.52±0.18 
3 Brick 176 61 0.30 12.5 0.68±0.19 
4 Painted fiber cement siding 79 31 0.95 9.8 0.48±0.2 

Table 2. Construction of envelopes 1, 2, 3, and 4.19 

 
The factors of the envelopes were statistically analyzed and correlated with indoor ozone concentrations. The study found that 
the envelope construction variables that played important roles in influencing indoor ozone concentrations were exterior wall 
finishing and window to wall ratio. Exterior materials can chemically react with outdoor ozone and diffuse ozone before it 
penetrates indoors. The study reveals mixed effects from the window to wall ratio. The study concluded that the construction 
variables observed in the study are reasonable predictors of indoor ozone levels. 
 
Generation of ozone from ES air cleaners 
In-duct ES air cleaners, installed in HVAC systems, are manufactured to remove a wide range of airborne particles. The standard 
operating procedure for ES air cleaners consists of three parts which include ionization, collection, and filtering. ES air cleaners 
first ionize incoming contaminant particles by generating a field of static electricity. The particles are then collected in a series of 
discharge plates with laminated film envelopes which are separated by a small intermediate distance. The film is a high dielectric 
material used as an electrical barrier to prevent electric sparks from an electrical discharge.20 Carbon filters, positioned as the final 
step in ES air cleaners, are filters that contain granular pieces of carbon. Remaining contaminated particles react chemically with 
the carbon material and stick to the filter.21 Thus, preventing the particles from recirculating back into the house. The ionization 
of the contaminant particles also leads the ionization of oxygen passing through the ES air cleaner. The formation of ozone 
through ionization can be simplified in a two-step process as seen in Equations 4 and 5 where M is a third stabilizing molecule 
(M).22 
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 𝑒𝑒 � 𝑂𝑂� �������⎯⎯�  2𝑂𝑂 �  𝑒𝑒 Equation 4. 

 
 𝑂𝑂 �  𝑂𝑂� � � �������⎯⎯�  𝑂𝑂� � � Equation 5. 

 
There is a literature review paper named “Electrostatic Precipitators as an Indoor Air Cleaner—A Literature Review” which 
summarized publications on ES air cleaners. The paper summarizes aspects related to ES air cleaners design that lead to higher 
generation rates of ozone, methods of ES air cleaner testing, and results to the extent that in-duct ES air cleaners had in raising 
indoor ozone levels in a manufactured test house. The extent to which ozone is generated can be related to product design and 
operating conditions of the ES air cleaner. Some design factors include charging wire diameter and material, geometry of the Es 
air cleaner, and the applied voltage. With respect to operating conditions of the ES air cleaner, a higher operating setting could 
lead up to a 50% increase in ozone generation as opposed to a lower setting.23 A poorly designed ES air cleaner could raise indoor 
ozone levels above the recommended limit of 50 ppb. For this reason, there are standards given by the California Air Resources 
Board (CARB) and UL (an accredited standards developer) that are used to certify ES air cleaners in terms of ozone generation 
with approved test methods.24 The literature review paper mentioned a study that found the use of the two studied ES air cleaners 
raised indoors ozone levels by 77 and 20 ppb, respectively, with the study concluding that the largest influence in ozone 
production was the brand of the respective ES air cleaner.25  
 
Another study, “Characterization of potential indoor sources of ozone”, included the observation of indoor ozone levels in 
homes with permanently installed ES air cleaners. The study first measured indoor background ozone levels downstream of the 
air cleaner, powered off. A total of eight in-duct ES air cleaners were evaluated. The blower ran continuously. Then the ES air 
cleaner was powered on, and downstream ozone was measured. The study decided to measure ozone downstream and near 
supply registers to measure the maximum possible ozone before dissipating into the house. Two of the measured air cleaners 
produced ozone. However, these measurable quantities of ozone decayed to non-delectable levels as it passed through the 
ventilation ducts. The study concludes by stating that the ozone emission rates of the ES air cleaners would not produce 
concentrations greater than 10 to 30 ppb above background indoor ozone levels.26 
 

MATERIALS AND METHODS 
The ozone experiments were conducted at the two test and research houses at the University of Texas at Tyler. The test houses 
are identical in size and layout with an area schedule of 1,470 square feet (excluding the garage, covered porch, and covered patio). 
The houses have an interior volume of 11,939 cubic feet and are shown in Figure 1. Test house #2 (on the left) has a tight 
building envelope, while test house #1 (on the right) is draftier. They have a brick exterior finish with a total of nine windows for 
each house. Neither test houses have regular occupants, nor are they furnished.  
 

 
Figure 1. Test houses at the University of Texas at Tyler. 

 
All experiments included the fan being powered on continuously at 100% allowing for good air mixing within the test house at 
4.03 air changes per hour (ACH). Experiment 1 was set to show baseline indoor ozone levels (due to infiltrations only) in house 
#2. Experiment 2 compared the baseline indoor ozone concentrations of the test and research houses. Experiment 3 highlighted 
the increase in indoor ozone from experiment 1 due to ventilation, and in experiment 4, the ES air cleaner is powered on. In 
experiment 5, ventilation was powered off to show the increase in indoor ozone due only to the powering on of an ES air cleaner. 
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Experimental 6 is identical to experiment 5 with the only difference being that indoor ozone concentrations were measured near 
supply registers. Experiments 3 through 5 were repeated for both ES air cleaners A and B. Both  
ES air cleaners were set to their respective max on setting. It important to note that ES air cleaner A had an actual distinction 
between on and max-on, while ES air cleaner B only had an on option. 
 
The Model 202 ozone monitor from 2B Technologies was used to monitor ozone in the living room. The ozone monitor was 
zeroed out for every experiment (see Appendix A). Readings from the ozone monitor have an uncertainty of ±1 ppb or 2% of the 
reading. Since all readings inside the house are below 50 ppb, the uncertainty associate to reading inside the house is 1 ppb. The 
ozone monitor was stationed inside the test house and placed in two different positions throughout all the ozone experiments. 
For ozone experiments 1 through 4, the ozone monitor was placed on a stool underneath the supply registers as illustrated in 
Figure 2. In ozone experiment 5, the ozone monitor was placed on a ladder about an inch and a half from the ceiling close to the 
supply registers as illustrated in Figure 3. The location of the stool setup was determined as the result of a stratification test and a 
test that measured the critical point of ozone in the test house (see Appendix B). 
 

 
Figure 2. Stool setup for the ozone monitor. 

 

 
Figure 3. Ladder setup for the ozone monitor. 

 
Figure 4 shows the location of the ozone monitor and the four nearest supply registers with respect to the house layout.  
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Figure 4. Ozone monitor location and nearest supply registers in house layout. 

 
Table 3 summarizes the purpose of all six ozone experiments. 
 

Experiment Description Duration (Days) 

1 Baseline indoor ozone levels (due to infiltrations only) in house #2 1 

2 Baseline indoor ozone concentrations of both test houses 1 

3 Increase in indoor ozone from baseline ozone levels due to mechanical ventilation ES air cleaner A: 1 
ES air cleaner B: 1 

4 Indoor ozone levels with ES air cleaner powered on and with mechanical ventilation ES air cleaner A: 1 
ES air cleaner B: 1 

5 Indoor ozone levels with ES air cleaner powered on ES air cleaner A: 2 
ES air cleaner B: 3 

6 Indoor ozone levels with ES air cleaner powered on (measured at the supply register) ES air cleaner A: 2 
ES air cleaner B: 3 

Table 3. Description of ozone experiments. 
 
RESULTS AND DISCUSSION 
For all plots in the results section, the horizontal green line represents the FDA standard 21CFR801 mentioned in the introduction 
and the vertical red line separates days of data. 
 
Baseline indoor ozone levels in UTT house #2 
Figure 5 shows the ozone data for ozone experiment 1, which had a duration of 48 hours.  
 

 
Figure 5. Ozone experiment 1 results for house #2. 
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Since there is no source of ozone inside the house with the electrostatic filter is off, and no ventilation, levels of ozone can only 
be affected by infiltrations in house #2. As discussed in the Infiltration of Outdoor Ozone into an indoors environment section, I/O ratios 
tend to be affected the least due to infiltrations and will depend on the tightness of the building’s envelope. This seems to be the 
case from the data in Figure 5. The indoor ozone levels are following the outdoor trend at a very low magnitude. This is 
representative of the fact that house #2 is constructed with a tight envelope. The average baseline concentration of indoor ozone 
seen in the house is 2.7±1 ppb, which will be used as a reference for comparison in determining the increase in indoor ozone 
when the ES air cleaner is powered on.  
 
Comparison of baseline indoor ozone levels in the UTT test houses 
Figure 6 shows the baseline indoor levels of ozone in test house 1 and 2 for a period of 24 hours where the outdoor ozone levels 
were similar.  
 

 
Figure 6. Ozone experiment 2 results for test houses #1 and #2. 

 
Both houses are identical in layout, window to wall ratio, and size (factors related to infiltrations in a house envelope discussed in 
the Infiltration of outdoor ozone into an indoors environment section) with the only difference being that house #2 has a tighter envelope 
than house #1. Therefore, it can be expected that house #2 will have lower indoor ozone levels than house #1. As seen in the 
data from Figure 6, the indoor ozone levels in house #2 followed outdoor levels at a low concentration (around an average of 
3.6±1 ppb), while the indoor levels in house #1 had a higher concentration (around an average of 8.6±1 ppb).  
 
Figure 7 shows normalized results of both houses in continuity, where the vertical black line separates house #2 (hours 0-48) and 
house #1 (hours 48-168). The indoor and outdoor ozone levels are normalized in a range from zero to one in percentage of their 
highest value seen from house #1 and house #2. 
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Figure 7. Normalized baseline indoor ozone levels for houses #1 (0-48 hours) and house #2 (48-168 hours). 

 
Figure 7 provides a different visual for the same trends illustrated in Figure 6. House #2 is more air-tight, so the indoor ozone 
levels follow the outdoor ozone levels at a lower concentration than after the 48-hour mark when the ozone monitor was moved 
to test house #1. 
 
Indoor ozone levels with mechanical ventilation in house #2 
Figures 8 and 9 shows the indoor ozone data for ozone experiment 2, which had durations of 24 hours for ES air cleaners A and 
B respectively. 
 

 
Figure 8. Ozone experiment 3 results during ES air cleaner A’s testing. 
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Figure 9. Ozone experiment 3 results during ES air cleaner B’s testing. 

 
As discussed in the Infiltration of outdoor ozone into an indoors environment section, infiltration through mechanical ventilation and 
natural ventilation (through the opening of windows and doors) lead to higher I/O ratios. Ozone experiment 3 observes indoor 
ozone levels in test house #2 based on the influence of mechanical ventilation. With the intake and exhaust ventilators in test 
house #2 being powered on, outdoor air is being directly introduced into the test house which has higher levels of ozone that is 
being mixed with indoor air. This causes the indoor ozone level trends to follow outdoor ozone level trends more closely. In 
terms of magnitude, the I/O ratio increases from baseline indoor ozone levels. One can see higher peaks (hour 16 in Figure 8 
and hours 0 and 24 in Figure 9) of indoor ozone levels in ozone experiment 3 as opposed to the peak in indoor ozone levels 
(hour 17 in Figure 5) seen in experiment 1.  
 
Indoor ozone levels with mechanical ventilation and the powering on of two ES air cleaners in UTT test house #2 
Figures 10 and 11 shows the indoor ozone data for ozone experiment 4, which had durations of 24 hours for ES air cleaners A 
and B respectively.  
 

 
Figure 10. Ozone experiment 4 results during ES air cleaner A’s testing. 
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Figure 11. Ozone experiment 4 results during ES air cleaner B’s testing. 

 
In ozone experiment 4, outdoor ozone is still being directly introduced into the test house through mechanical ventilation. 
However, in this ozone experiment, there should be an indication that indoor ozone levels are higher than in ozone experiment 3 
since the ES air cleaner is powered on. There is such an indication when comparing ozone experiments 3 and 4 for ES air cleaner 
A (Figures 8 and 10). Even though lower outdoor ozone levels are seen in ozone experiment 4 in comparison to experiment 3, 
the indoor ozone levels in the house were higher. A distinction also seen in the testing of ES air cleaner B (Figures 9 and 11) as 
there was a clear increase in indoor ozone from ozone experiment 3 to 4. 
 
Indoor ozone levels with the powering on of two ES air cleaners in UTT test house #2 
The results from ozone experiment 5 are shown in Figures 12 and 13 for ES air cleaners A and B respectively. The duration of 
experiment 5 was 48 hours for ES air cleaner A and 72 for ES air cleaner B. 
 

 
Figure 12. Ozone experiment 5 results during ES air cleaner A’s testing. 
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Figure 13. Ozone experiment 5 results during ES air cleaner B’s testing. 

 
Ozone experiment 5 allows for a clearer evaluation of the contribution that the ES air cleaners had in raising indoor ozone levels. 
In experiment 5, the only indoor sources of ozone are the ES air cleaners with indoor ozone levels being influenced by outdoor 
levels solely through infiltrations. This allows for a distinct comparison to made in indoor levels from ozone experiment 1 and 
experiment 5. For ES air cleaner A, the inside ozone levels vary around an average of 10.5±1 ppb (Figure 12) where in ozone 
experiment 1 they vary around an average of 2.7±1 pbb (Figure 5). ES air cleaner A, on max setting, has increased ambient 
ozone levels in the house by approximately 7±2 ppb. ES air cleaner B seems to increase the indoor ozone concentration only 
minimally from the ozone concentration in ozone experiment 1. ES air cleaner B contributed to indoor ozone levels that varied 
around an average of 4.2±1 ppb (Figure 13) leading to an approximate increase of approximately 1.5±2 ppb. As stated in 
Generation of ozone from ES air cleaners, ES air cleaners ionize incoming contaminant particles by generating a field of static 
electricity. In search of further reducing contaminant particles, different ES air cleaners will generate higher fields of static 
electricity based on respective design factors and/or higher operation options. Since ES air cleaner A has a maximum-on 
operation option while ES air cleaner B has an on option only, it is expected that ES air will generate more ozone due to a higher 
operation level of ionization. It is also important to note that the increases seen with ES air cleaner A and B were at the lower end 
of the 10-77 ppb increases mentioned in Generation of ozone from ES air cleaners. 
 
Both air cleaners contributed to an increase in indoor ozone concentration. The statistical significance of the results was found 
with a hypothesis test for the difference of means. The averages of indoor ozone for experiment 5 (where the ES air cleaners were 
the only source of indoor zone) of both ES air cleaners were compared to average of indoor ozone in experiment 1 (baseline 
ozone levels). In order for the comparison of both ES air cleaners, data was taken from the first 48 hours of ES air cleaner A’s 
Experiment 5 to match the sample size of ES air cleaner B’s Experiment 5. The null hypothesis was that the ES air cleaners did 
not contribute to higher ozone levels than baseline ozone levels. Both ES air cleaners had p-values of less than 0.00001 when 
compared to baseline indoor ozone levels, which leads to the data results being statistically significant to a significance level of 
95%. This leads to the conclusion that the average indoor ozone concentration is actually higher when the ES air cleaners are 
powered on and is not just a result due to chance. Nevertheless, the increase in indoor ozone from either of the ES air cleaners 
did not exceed the FDA 21CFR801 standard of 50 ppb mentioned in the introduction.  
 
The results of the final ozone experiment, experiment 6, are shown in Figures 14 and 15 for ES air cleaners A and B respectively. 
The duration of experiment 6 was 48 hours for ES air cleaner A and 72 for ES air cleaner B. 
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Figure 14. Ozone experiment 6 results during ES air cleaner A’s testing. 

 

 
Figure 15. Ozone experiment 6 results during ES air cleaner B’s testing. 

 
Ozone experiment 6 focuses on whether there is a significant increase in ozone levels observed near the supply registers than 
when observed on the living space. The idea is that since the ES air cleaners are producing a by-product of ozone, ozone levels 
should be higher near the supply registers before diluting with the air in the living space. However, this did not seem to be the 
case. Indoor ozone levels for both ES air cleaners (Figures 14 and 15) seemed to remain very close to the indoor levels in ozone 
experiment 5 (Figures 12 and 13), when the sensor was on a stool. This concept is re-enforced in the stratification of ozone test 
discussed in appendix B. 
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Table 4 summarizes the results of the different ozone experiments. 
 

Experiment Result 
1 The average baseline concentration seen in test house #2 was 2.7 ppb. 
2 The average ozone levels in test house #2 (3.6 ppb) were 5 pbb lower than test house #1 (8.6 ppb). 

3 The average indoor ozone levels in test house #2 increased 1.3 and 2.9 ppb for ES air cleaners A and B, respectively from experiment 1 
due to the powering on of mechanical ventilation. 

4 The average indoor ozone levels in test house #2 increased 2.6 and 5 ppb for ES air cleaners A and B, respectively from experiment 3 
due to the powering on of the ES air cleaners and mechanical ventilation. 

5 The average indoor ozone levels in test house #2 increased 7.8 and 1.5 ppb for ES air cleaners A and B, respectively from experiment 1 
just due to the powering on of the ES air cleaners. 

6 The average indoor ozone levels in test house #2 decreased 2.2 ppb and minimally increased by 1.5 ppb for ES air cleaners A and B, 
respectively from experiment 1 just due to the powering on of the ES air cleaners. 

Table 4. Summary of ozone experimental results. 
 
CONCLUSIONS 
The focus of this study was to evaluate the contribution that two ES air cleaners had in increasing indoor ozone concentrations in 
a research house with additional observations in different factors leading to higher indoor ozone levels. The experiments were 
conducted in two test houses, #1 and #2, at the University of Texas at Tyler. In test house #2, indoor ozone levels were 
compared when the ES air cleaners were powered on to baseline indoor ozone levels (indoor ozone levels with no indoor source 
of ozone and no ventilation). Both ES air cleaners contributed to increases in indoor ozone levels. ES air cleaner A showed an 
increase in ozone magnitude from 2.7 to 10.5 ppb (approx. 7±2 ppb), while ES air cleaner showed an increase from 2.7 ppb to 4.2 
ppb (approx. 1.5±2 ppb). These results were statistically significant with very low p-values. Even though the ES air cleaners were 
found to give off a by-product of ozone, neither of the ES air cleaners surpassed the indoor ozone limit for FDA standard 
21CFR801 with the ES air cleaner A and B being 39.5 and 45.8 ppb below the 50 ppb ozone limit, respectively. It is also 
noteworthy that the indoor ozone levels observed at the supply registers were not noticeably higher than ozone levels measured at 
the living space. The conclusions of the additional experimental findings are that, in test house #2, the powering on of ventilation 
lead to an increase in the indoor ozone levels from baseline levels with indoor ozone level trends following outdoor ozone level 
trends closely. An additional increase in indoor ozone levels were seen with the powering on of the ES air cleaners in tandem with 
mechanical ventilation then when just mechanical ventilation was powered on. Also, a comparison of baseline indoor ozone levels 
was made for test houses #1 and #2. Higher levels of indoor ozone were seen in test house #2 which has a tighter exterior 
envelope than test house #1. 
 
NOMENCLATURE 
 

Symbol and Acronyms Description 

UTT University of Texas at Tyler 

IAQ Indoor Air Quality 

ES Electro-static 

ppb Parts-per-billion 

HVAC Heating, Ventilation, and Air Conditioning 

PM Particulate Matter 

VOC Volatile Organic Compounds 

PCO Photo-catalytic oxidizer 

UV Ultra-Violet 

EPA Environmental Protection Agency 

FDA Federal Drug Agency 

BL Boundary layer 

I/O Indoor/Outdoor 

ACH Air changes per hour 

CARB California Air Resources Board 
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PRESS SUMMARY 
This study reveals the contributions of two electrostatic air cleaners (installed in an HVAC system) in raising ozone levels in a test 
home by releasing ozone as a by-product. Both electrostatic air cleaners contributed to raising ozone levels, however neither 
raised the ozone levels above the indoor limit of ozone set by FDA standard 21CFR801. 
 
 
 
APPENDIX A – OZONE MONITOR ZERO CHECK 
To ensure the quality of the ozone monitor data, the ozone monitor was periodically zeroed out throughout the experiments. The 
zero check was performed by zeroing the ozone monitor around a reference point of zero ozone with the use of an ozone 
scrubber provided by the manufacturer (see Figure 1A). The ozone scrubber was attached to the ozone monitor reading input 
(see Figure 2A). The ozone monitor was then calibrated to read 0 ppb with the ozone scrubber on. The ozone scrubber was then 
removed to make readings, and the calibration is complete.  
 

 
Figure 1A. Ozone scrubber. 

 

 
Figure 2A. Ozone scrubber attached to ozone monitor. 
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APPENDIX B - JUSTIFICATION FOR THE HORIZONTAL AND VERTICAL PLACEMENT OF THE 
OZONE MONITOR 
The location of the ozone monitor was determined as the result of a stratification test and a test that measured the critical 
point of ozone in the test house. The ozone monitor was placed on a stool at the center of three bedrooms and set to read 
indoor ozone levels. The results are shown in Table 1B.  

 
Room Ozone (ppb) 

Master Bedroom 2.8 
Bedroom 2 2.9 
Bedroom 3 2.7 

Table 1B: Critical point of ozone test 
 

The room location of the ozone monitor seemed to minimally affect the ozone readings. For this reason, the sensor was 
placed in a centralized location in the house in the living room.  
 
The stratification test measured ozone concentrations at different heights from the ground. The ozone monitor was raised in 
increments of 11.25 inches by being placed on ladder steps. The results are shown in Table 2B. 

 
Height (Inches) Ozone (ppb) 

11.25 2.8 
22.50 3.0 
33.75 3.5 
45.00 3.6 
56.25 3.6 
67.50 3.4 

Table 2B: Stratification of ozone test 
 

The critical point of ozone was around 45-56 inches from the ground. This is considered “waistline” level. For this reason, 
the ozone monitor was placed on a stool in that height range. 
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ABSTRACT 
The relationship between instructors and their students is essential for developing a classroom climate where students feel 
motivated to learn. The current study surveyed 658 undergraduate students to examine the relationship between instructor-
student rapport and motivation in online and face-to-face classes during the COVID-19 pandemic. Results indicated (1) students 
experienced more rapport with their instructors during face-to-face classes compared to their online classes, (2) students 
perceived their motivation was greater during face-to-face classes than in online classes, and (3) there was a significant positive 
relationship between instructor-student rapport and student motivation in both online and face-to-face classes. This study's 
findings lend further support to research that emphasizes the importance of creating a sense of community in online classes, 
where students feel connected to their instructors and, consequently, motivated to learn.  
 
KEYWORDS 
Instructor-Student Rapport; Motivation; Hybrid Courses; COVID-19; Online Learning 

 
INTRODUCTION 
The primary goal of instructors is to encourage their students to learn.1 Researchers have found that positive instructor-student 
relationships play an essential role in creating learning environments where students feel connected, involved, and motivated 
during class.1,2 Developing rapport with students helps instructors meet the goal of fostering an effective learning environment. 
However, developing this type of relationship with students can be challenging for instructors when there is a drastic change in 
their conventional teaching methods.  
Amidst the COVID-19 pandemic, many universities adopted online learning as the primary form of instruction to comply with 
the pandemic's safety protocols. Due to this shift, the number of students enrolled in remote courses drastically increased. In 
addition, the trend to participate in distance learning has been increasing over the past decade. The US National Center for 
Education Statistics (2018) reported approximately seven million postsecondary students in the United States were enrolled in 
online courses. As we move forward into a more technology-driven educational climate, it is crucial to understand how the change 
from traditional face-to-face instruction to different forms of online instruction can impact students' learning environment. 
Therefore, the purpose of this study was to assess the differences in students’ perceptions related to instructor-student rapport 
and student motivation during students' online classes versus face-to-face classes. 
 
Online learning 
Research has struggled to find an agreed-upon definition of online learning.3 Considering the online learning literature, Singh and 
Thurman3 developed the following definition: "Online education is defined as education being delivered in an online environment 
through the use of the internet for teaching and learning. This includes online learning on the part of the students that is not 
dependent on their physical or virtual co-location. The teaching content is delivered online, and the instructors develop teaching 
modules that enhance learning and interactivity in the synchronous or asynchronous environment" (p. 302). 
 
In theory, online learning can be just as effective as traditional face-to-face instruction when appropriately implemented. 4 Online 
learning has many benefits for both instructors and students. In times of crisis, such as the COVID-19 pandemic, it provides a 
student-centered learning environment that is flexible in time and location.5 It is an innovative instructional method that allows 
instructors to adapt to different learning styles that are more inclusive, which differ from the traditional lecture format used 
during face-to-face classes. According to Dhawan,5 online learning provides teachers with tools to build a collaborative and 
interactive learning environment.  
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COVID-19 and Higher Education 
On March 12, 2020, the World Health Organization declared the COVID-19 pandemic. The virus spread rapidly across the globe 
and has affected the livelihoods of billions of people. 6 In the United States, academic institutions had to comply with social 
distancing guidelines and a mandatory quarantine imposed by the government to keep citizens safe. In the state of emergency and 
uncertainty, academic institutions had to find a way to continue education for college students whilst complying with these 
guidelines. As a result of the pandemic, most academic institutions across the nation had to switch to online learning for the first 
time. 7 
 
Literature regarding the transition to online instruction during COVID-19 has found that instructor readiness and willingness to 
change to an online course format is a significant determinant for their success.8 According to Veletsianos and Seaman, 7 amidst 
COVID-19, many instructors had to tackle the challenge of teaching online without previous experience and with very little time 
to prepare. Similarly, college students who were accustomed to traditional face-to-face classes had to adapt to online classes 
quickly.  
 
Aboagye et al. 9 found that during the transition to online classes, students' most serious obstacles was the lack of access to the 
technology required for their courses, such as equipment and Internet access. Moreover, the most significant challenge impacting 
students' intentions to study online was lecturer issues.9 Among the many issues that students faced, the one that impacted their 
experience the most was the quality of instruction they were receiving during the pandemic. Nonetheless, the emergency switch to 
online classes was a first-hand experience and challenge for the education system as a whole, from the academic institutions 
themselves to the faculty and students. 
 
Motivation 
According to cognitive psychology research, motivation is a part of the learning process.5 Motivation increases attention and "sets 
the stage for cognitive engagement"10 (p. 476). Students who feel motivated during a class may be more likely to succeed.11 For 
many years, scholars defined motivation as trait-oriented, meaning that students' self-efficacy, goals, and interests determined their 
motivation. However, research suggests that external factors such as course format and instructor immediacy behaviors influence 
student motivation as well.12 Christophel2 described this type of motivation as state-oriented.  
 
The self-determination theory of motivation, developed by Deci and Ryan,13  suggests it is important to consider the different 
factors that influence an individual's psychological needs to understand human motivation. Deci and Ryan13 defined these needs as 
"innate psychological nutrients that are essential for ongoing psychological growth, integrity, and well-being" (p. 229). Moreover, 
these needs are classified by intrinsic and extrinsic factors. Intrinsic motivation, similar to trait-oriented motivation,2 is self-
determined or autonomous behavior. In other words, when individuals act upon intrinsically motivated behavior, they do not 
need reinforcement. Behaviors led by intrinsic factors are in themselves rewarding for an individual.13,15 
 
In contrast to the self-determination theory of motivation, extrinsic motivation refers to behaviors that are influenced by specific 
external factors. This type of motivation is also known as controlled motivation. It depends upon circumstances such as instructor 
approval, external validation, shame avoidance, fear of consequences, classroom environment, and more. In other words, extrinsic 
motivation is behavior dependent on circumstances regulated by other people or conditions.13,14,15 
The current study examined student motivation among participants who were taking hybrid courses, which are designed to 
alternate between online and face-to-face instruction. The COVID-19 policies at the university where this study took place 
allowed faculty to hold face-to-face, online, and/or hybrid classes, so students were exposed to an array of experiences. When 
motivation is mentioned in this study, it refers to extrinsic motivation because the researchers focused on measuring motivation in 
the context of two types of classroom conditions. Lastly, motivation is necessary to examine in educational environments because 
it leads to an instructor's ultimate goal – learning.2   Another important factor for the learning process, in addition to motivation, is 
instructor-student rapport, which is discussed in the following section.  
 

Instructor-Student Rapport 
Frisby and Housley Gaffney16 defined instructor-student rapport as the overall perception that students have of their instructors 
and "the belief that there is a mutual, trusting, and prosocial bond, including personal connection and enjoyable interactions" (p. 
341). Instructors that build a healthy rapport with their students are seen as developing an effective learning environment.1,16 It is 
important to understand if and how much students care about their relationships with instructors because it can provide insight 
into students' relational goals in the classroom. 
Although rapport and immediacy are two different constructs16 rapport has been used as an umbrella term that includes instructor 
immediacy behaviors17 Immediacy behaviors are verbal or nonverbal communication strategies that create affinity between 
instructors and students.18 Instructor-student rapport researchers have focused on examining the relationship between instructor 
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immediacy behaviors and student motivation.2,19,20 These scholars have found that a positive relationship exists between 
instructor-student rapport and student motivation. Moreover, other scholars have suggested that instructor-student rapport, 
including teacher immediacy behaviors, influence student motivation to learn important lesson content.2,17,18 Ultimately, we are 
uncertain how this relationship could vary in the context of online and face-to-face classes. 
 
Virtual Hybrid Learning 
The university examined in this study implemented Virtual Hybrid Learning (VHL) as the primary instruction mode during the 
COVID-19 pandemic. Virtual Hybrid Learning is a mixed-mode of instruction that combines online learning with traditional face-
to-face instruction synchronously.22,29 Zydney et al.23 described this mode of instruction as the "Here or There" (HOT) approach, 
meaning some students partake in class on-campus (i.e., Here) and other students join in a remote location (i.e., There) at the 
same time. It is important to consider the instruction modes experienced by students in this study because they are a different 
experience from courses that are solely online or face-to-face. The educational environment in pure online learning and VHL is 
not the same. With VHL, students have the opportunity to interact with their instructors in person on the days they meet for face-
to-face instruction.  
 
Hybrid Learning 
Another mode of instruction implemented at the university in this study was hybrid learning, also known as "blended learning." 
Similar to VHL, this mode combines online with face-to-face instruction. 24 In hybrid learning, students meet with instructors 
interchangeably, either solely online or in person. Professors using hybrid learning choose the days they want to meet with 
students in-person or online. With VHL and hybrid learning, participants in this study have experienced online and in-person 
classes. Some studies have found no significant differences in the academic outcome and the learning environment between 
online and face-to-face classes.25,26 However, Lyke and Frank27 found students feel less satisfied with their educational experience 
in online classes. Still, the learning environment in full online and face-to-face classes cannot be compared to the online and face-
to-face learning environment in VHL or hybrid learning courses.  
 
A limited amount of empirical research has examined the educational environment differences between online and face-to-face 
classes for students in VHL or hybrid learning course formats. 28,29 One study on VHL found that online students experience 
significantly low levels of "relatedness" compared to face-to-face students.21 Given the literature gap regarding the educational 
environment in VHL and hybrid courses, there is uncertainty about the differences in how students experience their online and 
face-to-face classes within VHL/hybrid learning format. Specifically in terms of their rapport with instructors and motivation. 
 
Overall, previous literature on VHL and hybrid learning formats suggests a lack of student connectedness and rapport associated 
with classes that take place online.21,28,29 Moreover, previous research has found that instructor-student rapport is positively related 
to motivation.2,12,19,20 Based on the literature, it is expected that students will report a lack of rapport with instructors in their 
online classes and report less motivation in their online classes compared to their face-to-face classes. Thus, we posit the 
following hypothesis:  

1. On average, students will report higher rapport and motivation ratings in their face-to-face classes compared to their 
online classes. 

Taking into account the literature discussed, we formulated five research questions aimed at understanding students' experiences 
with hybrid courses during COVID-19: 

1. To what degree do students value their relationships with instructors? 
2. Is instructor-student rapport in online classes positively related to student motivation in online classes? 
3. Is instructor-student rapport in face-to-face classes positively related to student motivation in face-to-face classes? 
4. Is student motivation in online classes negatively related to motivation in face-to-face classes? 
5. Is instructor-student rapport in online classes negatively related to instructor-student rapport in face-to-face classes?   

 
METHODS AND PROCEDURES 
Participants 
Participants in this study consisted of 658 undergraduate students attending a private, Southern university who were taking hybrid 
classes (face-to-face and online) and/or virtual hybrid classes, depending on their professors’ preferences. The participants 
consisted of 574 women, 76 men, six non-binary/third gender students, and two who selected "other." Students’ age ranged from 
18 years of age to 61 years of age (M = 20.13, SD = 3.06). The participants were of various class standings, including 194 first-
year students, 167 sophomores, 140 juniors, 156 seniors, and one student who did not report a class standing. There were 476 
students who identified as Non-Hispanic White, 22 who identified as Non-Hispanic Black, 106 who identified as Hispanic White, 
nine who identified as Hispanic Black, one who identified as Native American or American Indian, 22 who identified as 
Asian/Pacific Islander, and three who identified as Middle Eastern. Nineteen students did not report cultural backgrounds.  
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Procedures  
Data were collected using an IRB-approved Qualtrics survey distributed via email through a global university message to 
undergraduate students enrolled in Spring 2021 courses. Students were incentivized to participate in the survey with a $25 gift 
card raffle. The Institutional Review Board at our university granted this study "exempt status" as described in 45 CFR 46.104 of 
the Department of Health and Human Services Policy for the Protection of Human Subjects.  
 
Previous scale construction research on motivation and rapport in the classroom 1,2,17 was used to create the current study's survey 
and scales.  The scales in the survey focused on measuring the following concepts: (a) student value of instructor rapport, (b) 
instructor-student rapport in online classes, (c) instructor-student rapport in face-to-face classes, (d) student motivation in online 
classes, and (e) student motivation in face-to-face classes. Cronbach's alpha is the reliability coefficient that was used to measure 
the internal consistency and reliability of the survey items in each scale.  Each item in the survey was presented on a Likert-type 
scale where participants were given the opportunity to choose an answer that reflects their degree of agreeableness with each item 
on the survey.  
 
MEASURES 
Student Value of Instructor Rapport 
Knowing the extent to which students care about their instructors is key to understanding relational goals in the classroom. This 
scale was created to measure how much students care about their instructors. This scale consisted of a five-item on a five-point 
Likert-type scale. The scale ranged from "strongly agree" (5) to "strongly disagree" (1). The Cronbach alpha for this scale was .83 
(M = 3.76, SD =.77). See Table 1 below for the scale items. 
  

Items 
1. I value my relationships with professors. 

2. Having close relationships with my professors is important to me. 

3. I have one or more professors whom I see as a mentor, and this is important to me. 

4. When I have good or bad news to share, I often share it with my professors. 

5. I strongly care about my professors. 

Table 1. Value of instructor rapport. 

 
 
Instructor-Student Rapport Online 
To understand students' current perceptions of rapport with instructors during their online classes, a five-item on a five-point 
Likert-type scale that ranged from "strongly agree" (5) to "strongly disagree" (1) was created. The Cronbach alpha for this scale 
was .76 (M = 3.15, SD =.87). See Table 2 below for the scale items. 
  

Items 
1. I have a close relationship with my professors this semester. 

2. I look forward to seeing my professors via Zoom. 

3. I am comfortable interacting with my professors during online classes. 

4. I feel more connected to professors taking online classes than when taking in-person classes. 

5. I consider my professors approachable this semester. 

Table 2. Instructor-student rapport online. 

 
 
Motivation in Online Classes  
The current study assessed students' motivation during their online classes. The scale consisted of seven items on a five-point 
Likert-type scale that ranged from "strongly agree" (5) to "strongly disagree" (1). The Cronbach alpha for this scale was .86 (M = 
2.72, SD = .95). See Table 3 below for the scale items.  
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Items 

1. Overall, I feel motivated to attend my Zoom lectures. 

2. I find my classes that take place through zoom interesting. 

3. I often feel enthusiastic about attending my online classes. 

4. I feel excited during online classes. 

5. I am involved during my online classes. 

6. Online classes are challenging.* 

7. I am more likely to skip classes that take place online.* 

Table 3. Motivation in online classes. 

 
Instructor-Student Rapport Face-to-Face.  
Participants reported their perceptions of rapport with instructors during face-to-face classes. This scale consisted of a four-item 
five-point Likert-type scale that ranged from "strongly agree" (5) to "strongly disagree" (1). The Cronbach alpha for this scale was 
.86 (M = 4.20, SD =.84). See Table 4 below for the scale items.  
  

Items 
1. I had close relationships with my professors in semesters where courses were taught fully in person. 

2. I look forward to seeing my professors in-person. 

3. I feel comfortable interacting with my professors during classes that take place in person. 

4. I feel more connected to professors taking in-person classes than when taking online classes. 

Table 4. Instructor-student rapport face-to-face. 

 
Motivation Face-to-Face.  
The purpose of this scale was to assess student motivation during their current in-person classes or in past semesters where 
classes took place fully in-person. This scale consisted of seven items on a five-point Likert-type scale that ranged from "strongly 
agree" (5) to "strongly disagree" (1). The Cronbach alpha for this scale was .92 (M = 3.97 , SD =.8). See Table 5 below for the 
scale items. 
 

Items 
1. I feel motivated to attend my in-person classes. 

2. I often feel enthusiastic about attending classes that take place face-to-face. 

3. I feel excited during my in-person classes. 

4. I am involved during my in-person classes. 

5. I participate more during in-person classes than online classes. 

Table 5. Motivation in face-to-face classes. 

 
Data Analysis 
In order to compare the average difference between the variables of interest in research question one and the hypothesis, the 
mean difference was used to examine how the variables differed from one another. Doing this allowed the authors to reflect on 
the average level of agreeableness reported by students for each Likert-type scale. Moreover, SPSS software was used to determine 
Pearson product-moment correlations to examine the relationships between the variables of interest in the remaining research 
questions (3 - 5).  
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RESULTS 
The first research question was asked to understand how much students care about their relationships with professors. The mean 
score for the value of the instructor rapport scale was 3.76 (SD =.77). This mean score reported students, on average, "somewhat 
agree" that they care about their relationships with instructors.   
 
Research question two asked if instructor-student rapport in online classes positively correlates with student motivation in online 
classes. A Pearson product-moment correlation found a significant and positive association between instructor-student rapport 
and motivation in online classes (r = .635, p < .01). Similarly, research question three asked if instructor-student rapport in face-
to-face classes positively correlates with student motivation in face-to-face classes. A Pearson product-moment correlation found 
a significant and positive association between instructor-student rapport and motivation in face-to-face classes (r = .809, p < .01). 
See Table 6 for correlations.  
 
Research question four asked if there is a negative relationship between student motivation in online and face-to-face classes. A 
Pearson product-moment correlation found a significant and negative association between student motivation in online and face-
to-face classes (r = -. 351, p < .01). Therefore, students who feel motivated in one-course format feel less motivated in the latter. 
See Table 6 for correlations. 
Furthermore, research question five asked if there is a negative association between instructor-student rapport in online versus 
face-to-face classes. This Pearson product-moment correlation revealed no significant relationship between these two variables (r 
= .-063, p < .107). In other words, students generally have a degree of rapport with their instructors in both online and face-to-
face classes.  
 
 M SD α 1 2 3 4 

1. Value of Instructor Rapport  3.76 .77 .83 --    

2. Instructor-Student Rapport Online  3.15 .87 .76 .375** --   

3. Motivation Online  2.72 .95 .87 .119** .635** --  

4. Instructor-student Rapport Face-to-Face  4.20 .84 .86 .495** -.063 -.331** -- 

5. Motivation Face-to-Face  3.97 .88 .92 .413** -.072 -.351** .809** 

** Significant at the p < 0.01 level. 
Table 6. Correlations, means, and standard deviations of variables.  

The hypothesis posited that, on average, students would report significantly less motivation and rapport with instructors during 
their online classes than in their face-to-face classes. On the Instructor-Student Rapport Online scale, most students reported no 
negative or positive rapport with instructors (M = 3.15, SD = .87). In contrast, relating to the instructor-student rapport face-to-
face scale, students reported they feel a strong rapport with their instructors during face-to-face classes (M = 4.20, SD = .84). 
There is a considerable difference between these two scales. The mean difference (MD =1.05) suggests students experience higher 
rapport with instructors during their face-to-face classes than in their online classes. Moreover, students reported feeling neutral in 
their motivation during online classes (M = 2.72, SD = .95). In contrast, in the Motivation Face-to-Face scale, students reported 
"somewhat agree" they felt motivated in their face-to-face classes (M = 3.97, SD = .88). The mean difference for these scales (MD 
= 1.25) suggests that students tend to be significantly more motivated during their face-to-face classes than in their online classes. 
Thus, the hypothesis was supported.  
 
DISCUSSION 
This study sought to examine the differences in instructor-student rapport and motivation during online and face-to-face classes. 
This study's overall goal was to survey students’ perceptions of their online learning experience during the COVID-19 pandemic. 
When students are taking online classes, they do not perceive the same rapport with instructors in comparison to their in-person 
classes. In addition, the learning environment during online classes tends to be less motivating compared to face-to-face classes. 
This study contributes to educational technology advances by offering another piece of research that addresses some 
shortcomings with online classes in VHL and hybrid learning course formats.  
 
When instruction is shifted to an online format, it becomes an entirely different educational environment because technology is 
used as a medium for communication.30 Instructors are encouraged to approach online classes differently from face-to-face 
classes. 5 The students in this study reported significantly lower levels of rapport with instructors during online classes. These 
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findings support Butz & Stupnisky's29 study, where they found that online students experience less "relatedness" with instructors 
than face-to-face students in VHL courses. Crim31 suggested this phenomenon can occur because it is often easy for students in 
online classes to accept and observe course material passively instead of engaging with their instructors and other students in 
class.  
 
There is a likelihood that students perceive a lack of social presence with online classes due to the change of medium, which 
involves computer-mediated- communication through conference software. Tu and McIsaac32 described social presence as "the 
degree of awareness of another person in an interaction and the consequent appreciation of an interpersonal relationship" (p. 
133). Therefore, the degree of social presence experienced in online learning can differ significantly from that in face-to-face 
classes, influencing students' perceptions of instructor rapport. 
 
Similar to early findings by Christophel,2 this study’s findings suggest that as student rapport with instructors increases, so does 
their motivation in class. As a result, the findings from our study support previous literature that suggests a positive association 
between instructor-student rapport and student motivation. 2,12,19,20 This positive relationship can exist because when students feel 
that their instructors care about them and their educational goals, it helps students develop greater self-determination.14  
 
Findings from this study suggest students who feel motivated in face-to-face classes are significantly less likely to feel motivated in 
online classes. Fritz et al.33 also found a relationship between student motivation and their learning style. Learning style is a 
concept that posits individuals process and retains information differently.34 The researchers suggest that students who are in a 
class format that does not fit their learning style are likely to feel unmotivated.33 Similarly, students in this study who reported 
feeling more motivated in a particular class format could have simply had a preference towards it. There are significant differences 
in the class format for face-to-face and online classes, which can explain the significant negative relationship found between 
motivation in online versus face-to-face classes.  
 
According to Murdock and Williams25, there are no significant differences in learning outcomes for students that take online and 
in-person classes. However, there is a gap in the literature regarding student experiences with different learning environments, 
such as VHL/hybrid classes.28,29 Addressing this gap, this research found significant differences in the levels of rapport and 
motivation during face-to-face and online classes.  
 
It is crucial to consider that this study took place within hybrid/ VHL classes that were implemented as an emergency protocol to 
continue education for students amidst the COVID-19 pandemic. Instructors and students were undergoing a distinctive 
circumstance that influenced their experience in the classroom. In retrospect, taking VHL classes voluntarily, and taking them as 
an emergency adaptation to continue education are two separate conditions and should be studied as such.35 
 
Instructor immediacy behaviors within the context of a pandemic could be distinct in that they can be influenced by rare 
interactions that are particular to the emergency. In other words, instructor-student rapport can be determined, for example, by an 
instructor’s empathy when a student is sick or when a student is undergoing mental health problems due to the cathartic effects of 
being quarantined. Furthermore, rapport could be influenced by an instructor’s leniency with assignments or their understanding 
for students who are having technological difficulties. Ultimately, instructor-student immediacy behaviors during national 
emergencies should be further explored and examined.  
 
Limitations 
This research was not without its limitations. First, female participants were disproportionately represented in the sample gathered 
for this study. The link to this survey was distributed in a message sent to all undergraduate students using the university’s “global 
email.” Future research should aim to gather a sample that more accurately represents the gender/sex ratio of the university where 
the study is conducted.  

Students have experienced significant shifts in their education amidst the COVID-19 pandemic. Therefore, this study has a 
limitation that considers the mediating role of the psychological distress on students caused by the pandemic.40 Thus, the survey 
responses could have been negatively biased towards online classes due to the cathartic effects of the current educational climate. 
Future research should try to find ways to avoid any biases that could impact students' responses.  

The last limitation is that the survey did not assess precisely how many face-to-face or online classes students took during the 
semester. Therefore, we are not certain of how many hybrid or VHL courses students were taking and how this may have affected 
their responses to the survey. Furthermore, this study did not access students' majors and their interests. As this study focused on 
measuring student state-oriented motivation, the nature of different course subjects could also influence student motivation. In 
future studies, researchers should assess students in more depth about their enrolled courses. 
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Implications 
This study's results lend further support to scholars who have emphasized the importance of fostering a sense of community 
among online students.31,36,37 Research suggests that instructors can build a strong social presence with students through 
collaboration, meaningful interactions, and participation during online classes.25,38,39 Moreover, instructors should adapt their 
conventional face-to-face class format to fit an effective student-centered online learning environment. 5 These are all factors that 
help students build rapport with instructors and their peers during online classes. Therefore, given the findings, we suggest 
instructors prioritize developing a strong rapport with their students because it can enhance their motivation to learn, whether it 
be face-to-face or online. Moreover, institutions should consider the findings from this study when training their faculty on 
adjusting their curriculum and teaching style during emergencies or public health crises. Future research should aim to examine 
important instructor-student immediacy behaviors in the context of an emergency switch to online learning. This is important 
because it will allow institutions and instructors to continue offering the same quality of education regardless of external 
circumstances. It will also allow students to receive the same level education no matter where they are or the circumstances they 
are enduring.  
 
CONCLUSIONS 
The present study examined instructor-student rapport and student motivation during online and face-to-face classes in 
VHL/hybrid learning courses. This study was conducted during the COVID-19 pandemic, reflecting on the current educational 
climate in higher education. Taken together, the findings support a positive relationship between instructor-student rapport and 
student motivation. Student motivation and instructor-student rapport are seen as greater in face-to-face classes than in online 
classes. Further research should continue to examine the educational environment in virtual hybrid learning courses and hybrid 
courses so students may experience consistency in their educational experience.  
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PRESS SUMMARY 
The purpose of this study was to examine the relationship between instructor-student rapport and motivation in the context of 
face-to-face and online classes. Findings revealed a significant positive relationship between instructor-student rapport and 
student motivation in both online and face-to-face classes. Results suggest students experience more rapport with their instructors 
during face-to-face classes compared to their online classes, and students reported their motivation is greater during face-to-face 
classes than in online classes. This study's findings lend further support to research that emphasizes the importance of creating a 
sense of community in online classes where students feel connected to their instructors and, consequently, motivated to learn. 
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ABSTRACT 
Media portrayals of the “strong, silent type” reinforce the expectation that men should not demonstrate or even acknowledge 
their emotions. This trope, however, reflects more significant societal norms around masculine practices that can have profoundly 
negative impacts on individual men as well as those around them.  
Emotional compression (or modern stoicism) is fundamentally different from emotional repression. Emotional compression 
practices can allow men to process their feelings privately and then communicate their feelings clearly without the distortion of 
uncontrolled bursts of emotion. The treatment of mental health and masculinity in Season 5 of The Sopranos “holds up a mirror” 
to the costs of emotional repression for men as part of masculine gender performances. The show highlights, sometimes quite 
brutally, the costs of emotional repression to men and the people around them. In doing so, the content of the show implies that 
therapy could help men learn to face their feelings and alleviate their suffering as well as that of their families, though only if men 
are willing to face the feelings of vulnerability that come with having emotions. 
 
KEYWORDS 
Stoicism; Alexithymia; Hegemonic masculinity; Emotional repression; Mental health; Gender performances 
 
INTRODUCTION 
The Sopranos as a series has successfully infiltrated into the zeitgeist of pop culture from its first air date in 1999 to its end date in 
2007, with a continued effect long after the show’s run ended. From its cult following to its long-lasting resonance with fans and 
creatives in the entertainment industry, the impact of The Sopranos is extensive, both in terms of its influence on later television 
programs and its resonance with its audience. The impact has been so long-lasting that Rolling Stone recently ranked the series as 
the number one greatest television show of all time.1 A common theme within The Sopranos is the idea of the “American Dream” 
and its frequently adverse effects on those trying to enact it.2 The “American Dream” includes social mobility, consumerism, and 
materialism.2 We focus our analysis on the representation of emotional expression and compression for men. The series shows 
the effects that trying to enact American hegemonic masculinity characteristics has on their male characters, especially Tony 
Soprano. We argue that the treatment of mental health and masculinity in Season 5 of The Sopranos “holds up a mirror” to the 
costs of emotional repression for men as part of performing qualities of hegemonic masculinity.  
 
We first discuss the context of The Sopranos, one of HBO’s earliest one-hour dramas, with a particular emphasis on its depiction of 
therapy. We then define and discuss key terms: hegemonic masculinity and alexithymia, as well as comparing emotional repression 
to emotional compression. Third, we discuss our methodological approach to analyzing the fifth season of The Sopranos. Fourth, 
we present our findings. Finally, we discuss how the series’ portrayal of mental health issues and characters’ maladaptive behaviors 
helped to confront the problematic hegemonic masculinity standards depicted in the show. We argue that The Sopranos overtly 
critiques the links between “successful” masculine performances and emotional repression by portraying the negative 
consequences that occur when men are unable or unwilling to address their emotions. 
  
LITERATURE REVIEW 
HBO, The Sopranos, and the depiction of therapy 
The Sopranos was one of HBO’s first original one-hour dramas and changed the network's whole outlook. HBO was created as a 
Home Box Office, initially airing movies and live sports events. The network began creating original programming to expand its 
audience (and paying members). FCC regulations around “decency” are far more lenient for pay cable networks than for 
broadcast television. On broadcast television, anything considered “indecent” was cut to ensure advertising and the moral 
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integrity of the audience were not compromised. Cable and pay-cable did not have this responsibility, as they had “more leeway in 
the area of explicit content and no commercial interruptions.”3 The original programming on HBO had shorter seasons and fewer 
episodes than broadcasting networks; this gave networks like HBO more money for production. The increased budget for 
production ensured a realistic, “quality” series for a niche audience of young, urban adults who were expected to handle the 
graphic content of programs like The Sopranos in an “introspective way” and to understand that the series “tackled ‘issues’ in an 
insightful manner.”3, 4 The in-depth characterization within the series, created over 100 hours of airtime, allows the audience to 
understand the characters’ behaviors and encourages analysis of why characters are the way that they are, which could not be 
explored in other, shorter television series. 
 
Understanding the themes and impact of the show extends beyond thinking of it as entertainment. According to Sayre and King 
(2010), much of what we know about other people comes to us in some form of entertainment.5 Television reflects American 
culture, as it “holds up a mirror to society.”6 Television is a form of communication to the audience, not just an art form.7 
Messages in each television series reflect the society communicating the message.7 David Chase’s creation of The Sopranos 
demonstrates this capacity for reflection as the series is in “close synchronicity of the mood and agenda” of 1999 to 2007.2 Even 
though the messages may reflect a broader societal mood, not all audiences are going to receive messages the same way or even 
the way its creators intended. Television serves a “bardic function,” as it produces a multitude of complicated meanings varying 
by audience member; as such, television can prompt conversations about our most traditional views.7 Television comments on 
ideological issues in societies but usually never has a full, concise conclusion, which opens audiences up for meaningful 
conversations about real-world issues of the time.7 
 
The Sopranos combined many aspects of television that many still admire and continue to explore. The series combined the 
“strains” of television styles that already existed (crime programs, soap operas, situational comedy, and therapeutic talk shows) 
with an overwhelming dark worldview that echoed America’s disposition at the time.2 For example, the protagonist, Tony 
Soprano, is deeply flawed but also humanized in such a way that the audience cannot help but root for him, popularizing the anti-
hero as a protagonist on prime-time television. Although Tony Soprano was not the first anti-hero protagonist, and definitely not 
the last, his character stands out among an array of anti-heroes. In the end, he has no actual redeeming qualities, seen as an 
“immoral, spiritually bankrupt psychopath who, in the final analysis, is only out for himself.”2 Despite this, many people 
connected with his character and feel sympathy for him, likely due to their relationship with Tony Soprano from the beginning of 
the series.8  
 
The Sopranos' depiction of its protagonist in therapy sessions is another reason the audience could connect so much with the 
character, as they could access his deepest, repressed thoughts. Tony Soprano as a character is morally ambiguous, but viewing 
him in therapy allows a view into this ambiguity, with a discussion of his thoughts, feelings, motives, dreams, and flashbacks that 
would have otherwise remained invisible.9 This open portrayal of therapy and how much information it gave the audience about 
Tony Soprano likely impacted many audience members’ views of therapy. Glen Gabbard, professor of psychiatry at Baylor 
College of Medicine, claimed that the series caused an increase in men seeking out psychotherapy.10 The portrayal of Tony 
Soprano discussing his innermost thoughts in therapy allows the audience to identify the reasons behind his panic attacks and 
outbursts of violent behavior. Many individuals may not have personally experienced therapy or conversations regarding mental 
health, so portraying these interactions is essential. In particular, U.S. dominant culture encourages all men, regardless of their 
proximity to the dominant group, to control their emotions and only rely on themselves.11 Seeking professional help for emotional 
issues through therapy is non-conforming or resistant to hegemonic masculinity and its associated gender performances. Men, 
compared to women, are less likely to even “recognize emotional problems when they exist,” the first step towards seeking help.12 
A lack of recognition of their emotions is common among male characters in The Sopranos. 
 
Hegemonic masculinity and The Sopranos 
Emerging in the 1980s, the term hegemonic masculinity allows researchers to discuss the practices of masculinity that are “the 
currently most honored way of being a man.”13 Few men, if any, can enact all the characteristics of hegemonic masculinity. Yet, 
the centrality of hegemonic masculinity to “real” manhood pushes all men to position themselves in relation to this idealized 
version of masculinity.13 Although the content of hegemonic masculinity is relational, one can look at the characteristics of 
masculinity celebrated at a specific time within a particular culture. For example, current American cultural views of hegemonic 
masculinity advocate “the denial of weakness or vulnerability, emotional and physical control, the appearance of being strong and 
robust, dismissal of any need for help, a ceaseless interest in sex, the display of aggressive behavior and physical dominance.”14 It 
is these signifiers of masculinity that individual men must figure out how to engage with and enact.  
 
The hegemonic ideal is ever-changing along with society and circumstance. It depends on society’s interpretation of men in 
relation to women, varying by a wide array of social positions, including race, sexuality, class, national identity, and generation. 
That said, Schrock and Schwalbe (2009) argue that it is essential to recognize masculinity as a performance that asserts claims to 
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privileges, such as deference to men’s preferences and protection from exploitation.15 Men in different social locations will find 
some aspects easier to perform than others. For example, in a study of men with licenses to carry concealed guns, Stroud (2012) 
found that older men turned to carrying a concealed weapon as their capacity to dominate others physically decreased due to age. 
This alleviated their feelings of vulnerability and allowed them to retain the capacity to elicit fear in others.16 That is, these men 
were able to enact a kind of physical dominance and continue to feel like “real” men. 
 
Messerschmidt (1993; 1997) argues that criminal and antisocial behavior offers an array of choices for men to enact masculinity. 
While Messerschmidt applies this argument to all men (though the type of antisocial behavior varies from group to group), 
participation in criminal activity is a way for men blocked from legal avenues of economic dominance to demonstrate that they 
are still men worthy of respect.17 The men in The Sopranos also rely on violence in the illegal market (i.e., “the street”) to 
demonstrate physical dominance and emotional control, as well as deny vulnerability. The cultural setting in the series reflects real 
societal expectations regarding masculinity. For example, the mafia functions through different power levels, “[a]ll mafias are 
vertical-and hierarchical- at the family level.”18 There is a ranking system in organized crime; one starts at the bottom of “the 
family” and works their way up. As seen in The Sopranos, the higher ranking one has in the mafia’s hierarchy, the more power, 
money, and respect one receives. And yet, the higher one’s ranking within “the family,” the higher the potential consequences for 
stepping out of sync with norms and expectations. The Sopranos offers an exaggerated portrayal of the tension many men 
experience around performing masculinity. 
 
Barnes (2015) analyzes the impact of neoliberalist ideals in The Sopranos and Breaking Bad, showing the similarities within the 
shows’ frameworks.19 The concept of providing for one’s family by any means is seen through the main character of each show. 
This idea is celebrated within hegemonic masculinity in the same way neoliberalist views emphasize profit. Ideals supporting both 
neoliberal and hegemonically masculine viewpoints underscore the importance of wealth and the individual. These neoliberal 
ideals appear throughout The Sopranos, as characters do anything for financial gain and power, even if it goes against what is 
morally correct. Collier (1998) suggests that hegemonic masculinity traits in society are associated with characteristics such as 
“unemotional, independent, non-nurturing, aggressive and dispassionate,” which are characteristics with a solid connection to 
criminal behavior.20, 13 The male characters in The Sopranos all strive to perform such aspects of masculinity through their criminal 
behavior. Their commitment to aggression, emotional repression, and the priority they place on independence (both financial and 
emotional) are overt.  
 
However, one of the compelling features of The Sopranos’ storylines is the unflinching portrayal of the costs of these 
performances. Senior (2017) examines how The Sopranos depicts a crisis in masculinity and deconstructs Connell’s idea of 
hegemonic masculinity. Senior argues that the series creates a space for new masculine gender identity through feminist structures 
encouraging forms of emotion, attachment, and pleasure socially frowned upon otherwise.21 Male viewers’ attachment to the 
character of Tony Soprano and the portrayal of his fragile mental state creates an empathetic, feminine connection rather than a 
narcissistic, masculine one. This depiction of “feminine” behaviors, which benefit Tony Soprano’s mental health, further supports 
the idea that existing masculinity structures hinder emotional growth.21 At first glance, Barnes (2015) and Senior (2017) offer 
competing interpretations of masculine performances in The Sopranos. However, we assert that these arguments capture different 
perspectives on how the male characters enact masculinity. Barnes focuses on how Tony Soprano and other men in the show 
successfully enact core features of hegemonic masculinity. Senior, on the other hand, highlights the ways the show's plotlines 
demonstrate how Tony Soprano’s misery stems from his inability to understand his emotions. 
 
Emotional compression versus repression 
In ancient Greece, the idea of stoicism contained the concept that the morally and intellectually perfect person did not publicly 
display passionate emotions.22 This does not mean that one does not experience the complete spectrum of emotions, but rather 
that one guards their passionate feelings from the public sphere to process and experience their emotions fully. Táíwò (2020) 
refers to this technique as “emotional compression” and suggests that it allows individuals to later communicate their feelings 
clearly and fully without distorting what they are feeling by publicly portraying one particularly intense emotion.22 This is 
beneficial, as individuals can process intense, negative emotions, such as anger and aggression, in private rather than through 
impulsive outbursts. In addition, this could lead to less violence and aggression overall, as individuals can convey their emotions 
outwardly and verbally, allowing for mutual understanding rather than an altercation. Indeed, Táíwò (2020) argues that emotional 
compression is potentially pro-social emotional labor for men that scholars often overlook in discussing masculine gender 
performances. 
 
In modern society, people often confuse the practice of emotional compression with emotional repression. US culture values 
masculine performances that demonstrate few emotional displays and a capacity for emotional repression as part of “the denial of 
weakness or vulnerability, emotional and physical control, [and] the appearances of being strong and robust.”14 Psychologists refer 
to emotional repression and unavailability as alexithymia, which is the impairment of how one recognizes and communicates 
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one’s emotional state.22 Levant (1992) describes men’s high incidence of having at least a mild form of alexithymia due to being 
socialized to be emotionally stoic, as they were encouraged to repress their feelings.23 A study among individuals experiencing 
depressive episodes and rates of alexithymia shows that subjects with high rates had trouble with perspective-taking and 
emotional recognition in others.24 Alexithymia’s impairment of emotions also causes individuals to resort to “maladaptive 
behavioral strategies in response to frustration,” such as aggression.25 Put another way, in several studies, violent offenders 
demonstrate higher levels of alexithymia than non-violent offenders.25–27 

 
Media portrayals of male protagonists, particularly “men of action” 28, frequently embody hegemonic masculinity in ways that 
men in the real world cannot.29 These men of action “are strong, silent, and ostentatiously unemotional.”28 The “strong, silent 
type” is a ubiquitous character that is a trope.30 Actors such as Gary Cooper, John Wayne, and Clint Eastwood earned fame and 
professional respect for playing characters who exhibited profound emotional repression. Most cowboys in westerns throughout 
the early 1900s exemplified the “strong, silent type” trope.31 Several characters on The Sopranos overtly reference the “strong, silent 
type,” simultaneously referencing the ability to repress emotional responses as a desirable quality while demonstrating the terrible 
cost of alexithymia on themselves and the people around them.  
 
In the first episode of the series, Tony Soprano brings up the American actor Gary Cooper, well-known for playing strong, silent 
types in movies. The “strong, silent type” (and the consequences when real, human men try to embody it) is an overarching theme 
of the show. Season 5 strongly features this theme. The series’ first episode sets the scene for the tensions that come to a head 
later in the show, as Tony overtly discusses his fears of recognizing his own emotions. In Tony’s first visit to his psychiatrist after 
collapsing due to a panic attack, Dr. Melfi mentions that Tony told his physician that he has been feeling depressed. This 
obviously makes Tony uncomfortable as he looks around and finds a way to change the subject. Tony brings up Dr. Melfi’s 
Italian heritage and how his mother would have loved it if they got together, using his sexuality as an affirmation of his 
masculinity to counteract the implied weaknesses of being depressed (i.e., unable to control one’s emotional reactions).  
 
Dr. Melfi ignores the comments and again brings up Tony’s emotions. Tony, his eyes narrowed and tone increasingly hostile, goes 
into a monologue about how, nowadays everyone must talk about their problems. He sneers as he says it, implying that all this 
talking shows weakness. Tony’s monologue ends with, “What ever happened to Gary Cooper? The strong, silent type. That was 
an American. He wasn’t in touch with his feelings. He just did what he had to do. See, what they didn’t know was once they got 
Gary Cooper in touch with his feelings that, they wouldn’t be able to shut him up! And then it's dysfunction this and dysfunction 
that!” The very first episode lays out a core tension explored in the show: successful men should not talk about or give in to their 
feelings, even as Tony sits in therapy doing precisely that. Tony valorizes this emotionally repressed gender performance, even 
though he also believes even the ideal “strong, silent type” would express a flood of emotions if given a chance to release them.  
 
Emotional compression, however, is not about denying or refusing the existence of feelings. Instead, this concept emphasizes that 
the processing of emotions is private rather than public. In this way—thinking about stoicism as emotional compression rather 
than repression—could encourage the perception that using a private therapy space to work through feelings is fundamentally 
masculine. Tony Soprano seeks out a private space to face his feelings in therapy. Throughout the series, he demonstrates flashes 
of understanding about the costs of his emotional repression. Despite this, he cannot relinquish his desire to embody the “strong, 
silent type.” Rather than identifying his failure to meet these expectations of masculine performance as a fundamental flaw in the 
“strong, silent type” itself, he violently lashes out and hurts himself and his loved ones. In doing so, we argue that the show 
critiques the ties between emotional repression and “successful” masculine performances. 
 
HYPOTHESES 
We had three hypotheses prior to conducting our content analysis. Does The Sopranos—in its portrayal of its characters—
demonstrate: 1) a relationship between hegemonic masculinity and emotional repression, 2) a damaging impact of emotional 
repression on Tony Soprano in the series, and 3) the damaging effects that Tony Soprano’s emotional repression has on the 
people around him? 
 
METHODOLOGY 
The first author watched the entire series and identified main themes focusing on manifest content, which Berg defines as 
“elements that are physically present and countable.”32 This allowed us to identify themes to analyze in closer detail: masculinity, 
violence, genetics, repression of emotion, mental health, and therapy. Masculinity, violence, and repression of emotion are central 
struggles in many of the lives of the male characters. Based on the initial coding, we opted to focus on the entirety of Season 5 
because the conflicts of the season—the introduction of an unknown family member, marital stress between Tony and his wife, 
and Tony’s fickle relationship with therapy—highlighted the tensions around emotional displays, control, and masculinity.  
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Season 5 delves deeper into issues that began developing in earlier seasons, including Tony’s aversion to therapy and fear of his 
own emotions displayed in Season 1, Episode 1 (S1E1). Tony “quit” therapy towards the end of Season 4, citing his lack of 
progress over the last four years as his reason. He specifically points to his continued lack of impulse control which has 
contributed to making mistakes at work. In doing so, he glosses over his progress in addressing his depression and panic attacks. 
Dr. Melfi tells Tony, “now that the panic attacks and the baseline depression have been dealt with, the real work can begin” 
(S4E11) on finding out who Tony really is behind his mask. After Dr. Melfi says this, Tony states he no longer thinks therapy is 
working. Truly facing his emotions and the consequences of those emotions is too much for Tony. As he goes through his 
everyday life without the support of therapy in Season 5, his panic attacks worsen. This process of him quitting and eventually 
returning to therapy in Season 5 emphasizes the positive differences therapy makes, even without Tony’s total commitment to 
change. Season 5 is, in many ways, the pinnacle of The Sopranos’ demonstration of the rewards and challenges of therapy. 
 
Once we focused on Season 5, we developed a more detailed coding rubric (see Table 1). The first author then engaged in a more 
fine-grained content analysis that sought to draw out the latent content, the symbolic or deeper structural meaning of the text and 
scenes.32 This was done by focusing on content that dealt with discussions of masculinity, violence or aggression, repression of 
emotion, and mental health or therapy. Many scenes fit into multiple categories, relying on unspoken and symbolic connections 
between unresolved emotions, masculinity, and acts of aggression or violence.  
 

Theme Looking for  

Masculinity Mention of money, sex, respect, reputation, providing for the 
family, “real” man, strong silent type 

Violence Any form of aggressive behavior, physical (e.g., hitting, slapping, 
killing) or verbal (e.g., insulting or threatening someone) 

Family/Genetics/Nature  Mention of traits being passed down through the family, 
statements someone is “just like” another family member  

Repression of Emotion alluding to unresolved issues from the past, lack of self-awareness, 
inappropriate outbursts, refusal to deal with emotional or 
relationship problems with other people, signs of depression 

Mental Health/Therapy Mention of psychiatry, therapy, Dr. Melfi, describing people as 
“insane”/ “crazy,” panic attacks 

Table 1. Coding Rubric. 
 
RESULTS  
Throughout Season 5 of The Sopranos, the audience receives more information about Tony Soprano’s past and becomes more 
aware of his unresolved emotional issues. Over the course of this season, it becomes clear that Tony’s aggressive behavior and his 
anxiety attacks stem from a feeling of helplessness that developed from his childhood. A sense of power or control is a 
demonstration of hegemonic masculinity.14 The panic attacks that Tony experiences leave him feeling as though he is not in 
physical or emotional control and that, therefore, he is failing as a man. Tony also suffers from depression, diagnosed by his 
psychiatrist Dr. Melfi, which often makes people feel powerless and out of control, prompting more feelings of failure.33 These 
underlying feelings, accompanied by his responsibilities as the boss of both his traditional family and organized crime family, 
cause emotional conflict. Tony demonstrates certain traits resembling alexithymia, which frequently co-occurs with depression.24 
The inability to deal with his emotions causes him to resort to negative behaviors. Tony’s emotional conflicts and feelings of 
failure as a man cause him to lash out aggressively at those closest to him, both verbally and physically.  
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The heightened expectations of men’s behavior in the mafia are comparable to the hegemonic masculinity expectations of men in 
society. The inability to live up to these expectations creates frustration, sadness, and resentment that the men in The Sopranos do 
not know how to recognize or deal with healthily, resulting in outbursts of aggression and violence. The men in The Sopranos 
demonstrate characteristics of alexithymia and emotional repression rather than emotional compression. The plotlines of the 
show draw on the consequences of that emotional repression and, in doing so, demonstrate the negative impact of emotional 
repression on the male characters and the people around them. 
           
The Effect of Tony Soprano’s Behavior on Himself 
Tony Soprano has hegemonic masculine ideals pushed at him from all directions. His father and uncle were also in the mafia and 
taught Tony the masculine expectations he must embody to be successful as a member of organized crime. Tony learns that 
repressing his feelings and denying weakness or vulnerability to anyone (even those closest to him) are core facets of respected 
masculine gender performances.  He also learns acceptable outlets for his feelings from his family: eating, enacting violence, and 
pursuing sexual conquests. All three of these “acceptable” outlets cause harm to himself and others.  
 
Tony demonstrates his aversion to therapy in S5E4, where the “strong, silent type” is again overtly referenced. While discussing 
AJ (Tony’s son)’s future with his guidance counselor, the possibility of AJ seeing a psychologist arises. The guidance counselor 
asks Tony whether he approves of therapy. Despite his experiences with therapy's positive impact, Tony cannot express support, 
stating, “People use it as a crutch. And I always wonder what happened to Gary Cooper, the strong silent type.” This ideal of the 
“strong, silent type” echoes throughout the series, as Tony demonstrates how deeply rooted he believes that the denial of 
weakness or vulnerability is integral to “real” masculinity, even as the burden of repressing his feelings eats away at his mental 
stability.  
 
Therapy and counseling do not fit into the societal gender roles assigned to men, pushing them to view these resources as 
negative and stigmatize themselves and others for needing help.7 This stigmatization only further encourages alexithymia 
behaviors seen in these characters, as they refuse to accept the support they need to understand and process emotions. Tony’s 
attitude towards therapy reflects this, both in his refusal to let his son participate in therapy and his own conflicted feelings about 
using therapy himself.  
 
Tony’s panic attacks are a negative consequence of his inability to express his feelings. Anything that causes him to access 
repressed and unresolved emotions from his past trigger the attacks. These emotions create such anxiety that his body goes into 
panic mode; he becomes breathless, starts sweating, his vision blurs, and he occasionally even loses consciousness. The panic 
attacks seen in Season 5 reflect unresolved emotions around events just before his cousin was arrested, something that Tony does 
not like to speak about. The feelings are so powerful that the mere mention of the word “cousin” prompts a panic attack in S5E4. 
Carmela is chatting about her cousin and Tony must sit down as he starts to have shortness of breath.  
 
Tony Blundetto, Tony Soprano’s cousin, has been in prison for the last 17 years for a hijacking gone wrong; he returns home in 
Season 5. Tony S. and Tony B. grew up together, along with Christopher Moltisanti, and were close in their youth. Both of them 
were supposed to participate in the hijacking that ultimately sent Tony B. to prison. At the beginning of Season 5, the audience 
learns that Tony S. was in the hospital during the hijacking because he got mugged by a group of men. However, in S5E9, Dr. 
Melfi points out that Tony’s recent panic attacks have all been brought on by conversations mentioning cousins, demonstrating 
the long-lasting effects of Tony’s unresolved emotions from the past.  
 
While almost having a panic attack during the discussion, Tony admits to Dr. Melfi that he was in the hospital that night because 
he got into an argument with his mother, had a panic attack, passed out, and hit his head, requiring stitches. Out of 
embarrassment and shame of his “weakness,” Tony concocted a false story of what happened, causing him to repress his guilt 
about his cousin going to prison while he did not. This burying of emotions for fifteen years, encouraged by masculine 
performances to remain “strong and silent,” have contributed to severe panic attacks that affect the quality and safety of Tony’s 
life. Tony S.’s guilt, both at having had a panic attack and then lying about it, casts a shadow on his relationship with his cousin. 
Tony S. is certain that his cousin resents the fact that Tony S. should have been at the hijacking. For Tony S., the possibility that 
he could have helped his cousin avoid prison if only he had not been “weak” haunts his current interactions with his cousin. The 
two of them butt heads over the course of Season 5, and instead of Tony S. reuniting with someone he was close to in his youth, 
he collects yet another enemy. 
 
Tony’s isolation is another negative consequence of his emotional repression. His relationships with his wife and children suffer 
because he cannot express his feelings to anyone. His wife, tired of Tony’s infidelity and emotional unavailability, asked for a 
divorce at the end of Season 4. In Season 5, Tony lives in his mother’s old house. Tony’s relationship with his mother was deeply 
conflicted, something Tony has avoided addressing in therapy. Indeed, Tony’s most profound and most painful emotions have 
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roots in his dysfunctional relationship with his mother. Living in a house full of echoes of his late mother, a woman Tony loved 
and hated in equal measures, Tony receives almost no visitors.  
 
Tony’s relationship with his nephew, Christopher Molitsanti, also demonstrates Tony’s isolation and inability to connect 
meaningfully with the people he cares most about. Christopher struggles with addiction to heroin. Christopher went through an 
intervention and was sent to a rehab facility in episode 10 of Season 4 (an episode entitled “The Strong, Silent Type”). When he 
returns in Season 5, he is clean. He has done some preliminary work to acknowledge and address his emotions and the impact 
those emotions had on his addiction, something that Tony cannot wrap his head around. The show’s creators use these storylines 
and characters to highlight the ongoing problems Tony’s emotional repression creates.  
 
Tony is unable to connect with the new, post-drug treatment Christopher. The two had been close, with Christopher being 
Tony’s “right hand” man. Season 5 focuses on the yawning distance between these two characters. Overall, Tony and Christopher 
are in very different places in Season 5. Tony, now living on his own, is drinking, partying, and eating more than he had been 
while living with Carmela. Christopher, however, is sober, focusing on himself and his future. Tony swings back and forth 
between shaming Christopher for his addiction and then shaming him for his sobriety, which takes a toll on Christopher. Tony 
goes back and forth with himself, shaming himself for his “weakness” and mental health struggles and then shaming himself for 
attending therapy which helps him with these struggles. Tony’s disconnect from this new, sober Christopher is seen in S5E10. 
While upstate with his cousin and nephew, Tony encourages Christopher to have a drink after stating he is sick of hearing his 
hardships about his sobriety. This comment sticks with Christopher; on his drive back to New Jersey afterward, Christopher tears 
up. Christopher references this moment again in S5E12 while talking to his fiancée, Adriana. Christopher is upset about Tony’s 
repeated digs regarding his sobriety. He expresses his frustration and resentment about Tony to Adriana, stating he is done with 
his uncle, and that he could take Tony out in a second.  
 
This evolution of Christopher is integral in critiquing Tony’s dated, damaging ties to gender and emotional expression. 
Christopher’s sobriety is important as it resembles Tony’s mental health journey. When Christopher is struggling, it provides an 
opportunity for Tony to provide support to someone he loves. However, Tony sees this vulnerability in Christopher as a 
weakness, the same way he sees it in himself. It is a threat to manhood and Christopher’s duty as his soldier. Tony’s reaction is to 
go on the attack, to force Christopher to repress his feelings as a real man should, instead of helping Christopher through 
emotional connection. This outlook destroys Christopher and Tony’s relationship, leaving Tony isolated at the top.  
 
As Tony chooses to avoid the steps towards emotional maturity      he discovers through therapy, and potentially the enactment 
of compression rather than repression, the negative consequences become more apparent. Tony’s overeating is a negative 
consequence of his inability to express his feelings. In S5E2, Tony’s weight plays a role in the tensions between himself and his 
cousin. Tony B. cracks jokes regularly about Tony’s weight. Tony laughs them off to Tony B.’s face, but later, Tony wakes up 
from a night of drinking alone in his mother’s old home. After drunk dialing Tony B. the night before, Tony S. looks in the 
mirror and takes off his shirt, squeezing and examining his gut. Finally, he examines himself in the mirror, looking disappointed. 
This shows Tony is aware of his unhealthy habits with food and their effect on his body and health. However, he can’t help but 
continue to use food to cope with his inability to express his emotions.  

 
Effect of Tony Soprano’s Behavior on his Families  
Tony returns to therapy in S5E5 to discuss his attraction toward his nephew’s fiancée, Adriana, with Dr. Melfi. It is a moment 
where the audience can see Tony's progress over the four years of therapy. He seeks to discuss his impulses rather than instantly 
acting on them. Tony admits that it would “kill” Christopher if he ever had sex with Adriana. Still, instead of acknowledging that 
he loves Christopher, Tony points to his years of training his nephew to be his number two as the reason this betrayal would be a 
disaster. Despite this twisted view, Dr. Melfi points to his return to therapy to avoid destructive behavior as a milestone. Dr. Melfi 
advises Tony to be honest with himself, stating that if he believes he cannot control his urges, he should set some boundaries and 
stay away from Adriana.  
 
The next time Tony sees Adriana, they both deliberately try not to be alone together. By the night's end, however, Tony offers to 
drive her to score some cocaine. Unfortunately, while driving, Tony swerves to avoid a raccoon and crashes the car early in the 
morning. Although Tony did not betray Christopher, he did not follow through with his plan to maintain boundaries. If they had 
not gotten in a car crash, it is unclear whether Tony and Adriana would have avoided acting on their attraction.  
 
The news of the crash spreads amongst the family, along with rumors of a sexual relationship between Adriana and Tony. By the 
time these rumors get to Christopher, people are saying Adriana was giving Tony a blowjob and that this was the reason for the 
car crash. The rumors leave Christopher distraught and paranoid. Tony’s years of sexual infidelity make it difficult for Christopher 
to believe that nothing happened between his fiancée and his uncle. Christopher loses his temper, assaults Adriana, and then kicks 
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her out of their house. He first looks for cocaine in Adriana’s purse and, when he cannot find it, drowns his feelings of betrayal in 
alcohol. Christopher drives drunk to Bada Bing, the strip club owned by Tony’s associate, and shoots at Tony’s car parked out 
front. He runs out of bullets and enters the bar, where Tony is seated upstairs. Christopher aims the gun at Tony and is 
immediately disarmed by security guards. Christopher screams, “you’re lucky I ran out of loads,” as he is dragged outside. This 
conflict between Tony and Christopher is the first of many, leading to the death of their relationship and, ultimately, Tony’s 
murder of Christopher.  
 
Tony’s relationship with Christopher is entangled with Christopher’s sobriety. Tony was the one who sent Christopher away to 
rehab and then is the leading cause of Christopher’s first relapse. Tony provides some support and responsibility for Christopher’s 
relapse this time by sparing his life and allowing Christopher to hear from the doctor that nothing could have occurred between 
him and Adriana due to her body position during the crash. To face the rumors head-on, Tony convinces Carmela to attend 
dinner at Vesuvio’s with him, Adriana, and Christopher, proving to other members of the “family” that all issues are resolved. 
Christopher, however, still feels humiliated. 
 
Tony’s support and ability to connect with Christopher are due to his attendance of therapy within this episode. Since Tony was 
first able to discuss his feelings in therapy, he had a better understanding and control over his emotions. As a result, he could 
connect with Christopher during his emotional crisis, empathizing with him rather than becoming angry with him. However, this 
support is not seen in future conflicts between Tony and Christopher, despite Tony’s understanding of how fragile Christopher’s 
sobriety is, especially when it comes to issues regarding Adriana.   
 
In S5E10, Tony lashes out at Christopher when the two of them are having dinner with Tony Blundetto. Tony brings up 
Christopher’s sobriety, poking fun at it and eventually encouraging him to have a drink, stating he is “driving everybody crazy” 
with his 12-step program. Tony is aware of Christopher’s struggles with sobriety as he saw how fragile it was in Episode 5 but still 
unleashes this verbal aggression. Despite his own mental health struggles, Tony cannot let go of the belief that asking for help is a 
weakness. Although he later apologizes and admits that Christopher is doing the right thing, Tony takes this moment to align with 
Tony B., who, at that point in the series, is more effectively displaying the ideals of hegemonic masculinity that Tony values. Tony 
B. seems self-sufficient and strong, while Christopher must rely on others’ support to stay clean. This specific example is 
interesting, as it deals with addiction when discussing self-betterment. Rehabilitation programs work best if the individual accepts 
their problems, legitimately wants to change, and works to do so. The same can be said regarding traditional therapy, emphasized 
in the series with Tony Soprano. Tony is in therapy but can never seem to show a changed mindset in the way Christopher does 
(at least, for a while). Tony represses his frustration and helplessness, redirecting those emotions into anger and resentment.  
 
In S5E12, Christopher’s sobriety falters again, and Christopher reaches out to Tony for support. However, this time Tony’s 
response reflects his inability to deal with guilt and sadness. Adriana La Cerva’s involvement with the FBI ends as she finally tells 
Christopher that she has been an informant for the past couple of months. Ultimately, Christopher exposes the truth to Tony, 
who then hires a hit on Adriana to protect his work “family.” After Adriana is murdered, Christopher begins using heroin again to 
cope with the loss of his fiancée and his role in her death. Tony finds Christopher in his office watching television, where the two 
demonstrate their grief over losing someone they both cared about through self-destruction and violence. 
 
In the scene, Tony walks into his office, rubbing his face and letting out a deep sigh when he sees Christopher. He asks if 
Christopher is alright, though he already knows something is wrong. As Christopher talks, Tony’s whole body tightens in rage.  

Tony Soprano: The fuck is wrong with you?  
Christopher: I snorted a little H. I know... but I can’t stand the pain… I loved her. 
Tony Soprano: Fucking pain, huh… you think you’re alone in this! 

Tony starts by breathing deeply, perhaps trying to control his anger, but as Christopher continues talking about his feelings about 
Adriana and her death, Tony’s brow furrows, and his teeth clench before he violently attacks Christopher, knocking him down 
and repeatedly kicking his nephew while Christopher cries out in pain. Tony’s alexithymia characteristics mean he cannot 
effectively pursue healthy ways to deal with his anger, fear, frustration, and anxiety. There is a sort of jealousy there, as 
Christopher can release this emotion and fall apart; however, Tony cannot since he is the boss and must show emotional control 
and strength. Tony pushes any emotion other than anger to the side to remain able to do business. Tony’s statement, “you think 
you’re alone in this,” inserts an enormous amount of unaddressed emotional suffering into his assault on his nephew. This 
unaddressed suffering directly linked to Tony’s violent outburst against someone he truly cares about shows the costs of these 
masculine ideals.  
 
Tony’s inability to express his sadness and guilt about Adriana’s death and to demonstrate genuine concern and care for his 
nephew are a result of his years of emotional repression, which only creates further emotional issues that need to be resolved. 
Tony’s refusal to support Christopher, punishing him as he reaches out for help, kills the possibility of Christopher’s future 
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recovery. Tony’s actions communicate to Christopher that he will not encourage this behavior. Just like Tony, Christopher must 
bottle up his emotions, stay “strong,” and deal with things on his own, which does not align with successful sobriety. These 
scenes lay the groundwork for Tony’s eventual murder of his nephew in Season 6. 
 
Tony’s refusal to deal with his feelings from his past also contribute to Tony Soprano’s eventual murder of his cousin, Tony 
Blundetto. In S5E9, Tony has a breakthrough in therapy regarding his panic attacks and his guilt about his cousin’s arrest and 
imprisonment. The embarrassment and shame of his weakness, and the guilt that he might have contributed to his cousin going 
to prison, has followed Tony into adulthood. This discovery gives Tony power as he has found a trigger of his panic attacks and 
can now address the emotional issues head-on. Dr. Melfi encourages Tony to come clean to Tony B. Tony, however, cannot 
make himself do it. After years of emotional repression, the thought of confessing the truth and communicating his emotions is 
foreign to Tony.  
 
This knowledge that his panic attacks are an expression of guilt and embarrassment about the events around the ill-fated hijacking 
seventeen years ago weighs heavily on Tony. He would also have to admit weakness both then and now to admit the truth. His 
inability to talk through the issue with Tony B. creates intense anxiety for Tony, which he deals with through violent and 
aggressive behavior. For example, in S5E10, Tony loses control while having a casual discussion with one of the bartenders at 
Bada Bing. In the conversation, Tony focuses on a threat he cannot control to alleviate his anxiety: the proximity of the airport to 
their homes and businesses and the potential threat of a terrorist attack. The bartender shrugs and suggests that the solution is to 
“live for today.” The answer enrages Tony, who proceeds to violently assault the bartender, throwing glasses at him and bashing 
him over the head with anything he can grab.  
 
The relationship between Tony Soprano and Tony B. sours over the course of Season 5. This is because of Tony Blundetto’s 
struggles to lead a “straight and legal” life and Tony Soprano’s continued avoidance of admitting what happened seventeen years 
ago. Tony Soprano only ever manages to discuss what happened the night of the hijacking with his cousin when he already knows 
he must execute his cousin. Not long after returning home from prison, Tony Blundetto returned to organized crime, killed 
someone, and angered the head of another mafia family. The tension between Tony is finally resolved in S5E12 when Tony 
admits the truth to Tony B., but it is too late. The damage of the secret is irreversible. Tony Soprano murders his cousin with a 
shotgun, seeking to spare his cousin's torture at the hands of other mafia members. 
 
There are other examples of the negative impact of Tony’s emotional repression: the tumultuous relationship with his wife, his 
tense relationship with each of his children, and his resentment-infused relationship with his sister. However, we focused on 
Christopher, Adriana, and Tony B. because in each of these instances, Tony Soprano ends up murdering the sources of his 
“weakness.” Though he struggles to do so, Tony is unable to face, process, and express any feelings beyond anger. Being the boss 
of both families, his mafia and traditional family, he bottles up his emotions and, as Christopher says in S5E10, eats his feelings 
instead. Even Christopher, however, does not seem to see the link between Tony’s emotional repression and his aggressive and 
violent outbursts. Tony’s use of therapy throughout the show offers the audience a clear view into Tony’s struggle to incorporate 
what he learns in therapy about his emotions and his desire to be strong and silent. Watching him struggle to enact what he learns 
in therapy highlights the costs of his failure: misery and death. 
 
DISCUSSION 
The Sopranos' portrayal of Tony Soprano creates an honest depiction of a man struggling with how to deal with his emotions while 
still trying to successfully fulfill his perceived role as a man in his family and his career. The thematic content of the series shows 
the level of masculinity expectations in society and the stigma placed on men for accessing mental health help. These two 
pressures strongly affect Tony Soprano, as he is held to a standard of masculinity as the boss of both his “families,” and because 
he suffers from panic attacks and attends therapy to treat them. The contradiction between the external (i.e., being “strong and 
silent”) and the internal (i.e., being truly stoic requires emotional vulnerability and expression) form a dominant theme of The 
Sopranos.  
 
The series shows a level of connection between emotional repression, the trait of alexithymia, and aggressive behavior. The men 
throughout the series, particularly Tony Soprano, repress their emotions to maintain respect in the organized crime world. This 
affects their personal lives and the people around them. A pattern emerges as repressed emotions are brought to the surface and 
ignored repeatedly. Characters deal with these repressed feelings through aggressive or violent behavior that helps them avoid the 
frightening sense of vulnerability. Many of the characters lack the skills true emotional compression requires. The masculine 
expectations of men to behave a certain way to be respected encourages negative alexithymia behaviors, which lead to negative 
reactive behaviors when unprocessed emotions unexpectedly come to the surface.  
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The focus in Season 5 is Tony Soprano’s unresolved emotions from his past and the consequences of that lack of resolution on 
himself and those around him. Tony’s impulsive outbursts of aggression create problems for him at work and home. The theme 
of therapy throughout the series explores Tony trying to cope with his mental state and being unable to commit fully to the 
process because letting go of his idea of traditional masculinity is too frightening. For Tony Soprano, his role in the mafia does 
make this fear more realistic. Other men’s perception that he is not manly enough could cause them to end his life. Yet, many 
men feel this fear even without the literal threat of murder. As Tony resists dealing with his emotions, his outbursts and panic 
attacks become more apparent, allowing the audience to see how unreasonable masculinity expectations and repressed emotions 
have profoundly negative impacts on an individual’s mental state and behavior.  
 
The series’ exploration of mental health issues on such a large platform helped to defy the masculinity standards represented in 
the show. Overall, The Sopranos’ exploration of mental health and masculinity brings awareness to the costs of men’s emotional 
repression due to society’s masculinity expectations. The outbursts of violence and aggression seen throughout the series are 
almost as common as the avoidance of one’s emotional conflicts. The series ends with a cut to a black screen in the middle of a 
scene, giving the audience no resolution or closure. The Sopranos’ plotlines do not offer simple or easy answers. Embracing therapy 
could have potentially helped Tony Soprano avoid harming the people around him. The audience will never know, however, 
because Tony pulled back from his emotions in fear and could not escape the destructive allure of the “strong and silent” 
masculine gender performance.  
 
CONCLUSIONS 
The most obvious place to start with future research is to expand the detailed coding in this article to the rest of the show's 
seasons. One of the main arguments of this article is that emotional repression plays a significant part in impulsive aggressive 
behaviors. Interesting patterns would emerge with more story arcs included in the analysis. This paper primarily focused on Tony 
Soprano and a few other key male characters. Future analysis could address more characters’ approaches to dealing with difficult 
emotions. Another potential direction for future research is considering other series that feature therapy and mental health. For 
example, both Tell Me You Love Me and In Treatment are HBO series that deal with therapy as a central part of their storylines. How 
do these series deal with masculinity, emotional suppression, and aggression? It would be intriguing to see if The Sopranos’ 
exploration of these topics is continued in the subscription network's later series, and if ideas surrounding these topics have 
evolved over time.  
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PRESS SUMMARY 
Media portrayals of the “strong, silent type” reinforce the expectation that men should not demonstrate or even acknowledge 
their emotions. This idea reflects common societal standards regarding masculinity, which can seriously impact individual men 
and those around them. Táíwò (2020) argues that emotional compression (or stoicism) fundamentally differs from emotional 
repression. Emotional compression allows individuals to process their feelings privately and then communicate them clearly and 
thoroughly without distorting, uncontrolled bursts of emotion. The treatment of mental health and masculinity in Season 5 of The 
Sopranos “holds up a mirror” to the costs of emotional repression for men as part of masculine gender performances. The show 
highlights, sometimes quite brutally, the costs of emotional repression to men and the people around them. In doing so, the 
content of the show implies that therapy could help men learn to face their feelings and alleviate their suffering and their families, 
though only if men are willing to face the feelings of vulnerability that come with having emotions. 
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ABSTRACT 
A review was conducted on current research surrounding the effect of estrogen, and the estrogen receptor, on immune 
development. Estrogen can regulate many processes and genes throughout immune development, from modulating complement 
activation and regulating genes crucial for hematopoiesis, to elevating toll-like receptor gene expression. Estrogen has also been 
shown to have a pronounced effect on regulating certain cancers through inducing macrophage infiltration. It has also been 
demonstrated to play an important role in the regulation of microRNAs that are important for proper immune development. A 
greater understanding of this hormone’s effect gained through the zebrafish model can lead to the development of better 
practices to improve both human and ecological health. Contemporary reviews typically examine the effect of estrogen-like 
compounds (oftentimes referred to as estrogenic endocrine disrupting compounds) on a sequestered part of immune system 
development. A distinct lack of cohesion exists in combining contemporary and past reports of the effects of estrogen on various 
aspects of immune system development in zebrafish. This review serves to fill that gap in knowledge, and to provide a gateway 
for other researchers interested in this topic.  
 
KEYWORDS 
Zebrafish; Immune development; Zebrafish immunology; Estrogen; Estrogen receptor; Autoimmunity; Altered signaling; 
Hematopoiesis 

 
INTRODUCTION 
Estrogen is an important hormone for development in vertebrate species, including zebrafish (Danio rerio), an increasingly popular 
animal model for its ease of care, transparency during development, and the similarity of many of its systems to humans.  While 
estrogen activity is primarily associated with development of sexual organs and reproduction within female members of a species, 
it has an effect in a variety of systems, both during initial development and throughout the life of the organism.  As with other 
hormones, estrogen operates within tightly controlled levels, with significant variation in these levels resulting in a variety of 
disorders.  For example, estrogen deficiency can result in loss of bone density,1 metabolic disorders resulting in increased weight 
gain and LDL cholesterol,2 and fertility problems in adults.3 An overabundance of estrogen can be just as damaging, leading to a 
variety of conditions including breast tumor development,4 with the increased expression of this hormone in females being 
correlated with higher rates of autoimmunity.5 
 
There have been two primary estrogen receptor subtypes identified in zebrafish, the Esrα and Esrβ (also known as the ERα and 
ERβ, respectively).6 Within the Esrβ subtype, there are two additional receptors, and these are the Esr2a, and the Esr2b 
receptors.7 There also exists the somewhat enigmatic GPER, or G protein-coupled estrogen receptor, which is a recently 
discovered membrane bound receptor that may regulate innate immunity.8, 9   These receptors have been found in a variety of 
tissues within the zebrafish, including the liver and kidney.10 Prior research has determined that the human ERβ is homologous to 
zebrafish ERβa, in both function and structure.11 The human ERα has also been confirmed to be orthologous to the zebrafish’s 
ERα.12 

 
This study will explain where these estrogen receptors and estrogen signaling might have the strongest effect in the zebrafish 
model pertaining to immune development, based on contemporary research. Due to the increased prevalence of estrogenic 
chemicals that can signal through the estrogen receptor, such as bisphenols, it is essential that the research community investigates 
the mechanism of estrogen- and estrogenic-induced immune function manipulation, in aquatic and terrestrial wildlife as well as 
human populations.13, 14 Different chemicals can bind to these estrogen receptors other than the hormone after which it is named. 
For example, BPA and some of its analogs can interfere with estrogen signaling.15 These chemicals, which belong to a class of 



American Journal of Undergraduate Research www.ajuronline.org

 Volume 19 | Issue 4 | March 2023  54

 
 

 
 

substances called estrogen disrupting chemicals (EDCs), can also include dichlorodiphenyltrichloroethane (DDT), dioxin, 
phthalate esters, atrazine, etc.16 

Female zebrafish can typically respond to estrogens through the expression of biomarkers such as vitellogenin, which is a yolk 
precursor protein.17 This expression is atypical in males but can occur in hepatocytes after exposure to both natural and synthetic 
estrogens.17, 18 Estrogens can also lead to reduced gonadal maturation and even reverse sex differentiation in males.19  
Published research from a variety of peer-reviewed sources was used to construct this review. Topics chosen for coverage in this 
review ranged from estrogen’s effect on complement activation, toll-like receptor signaling, thymic growth, notch signaling, and 
cytokines, to innate cells and micro RNAs. 
 
Complement 
Complement activation is a crucial part of humoral innate immunity. It is a series of three unique pathways of plasma proteins 
that form a membrane attack complex (MAC) once activated by pathogens; in turn, it opsonizes the pathogens to neutralize them, 
or aids in the recruitment of specialized phagocytic cells such as macrophages.20 Therefore, reducing its effectiveness in some 
capacity from excess estrogen exposure can cause serious issues for immune development, with the results being potentially fatal. 
Recent research has demonstrated that zebrafish larval exposure to elevated 17 β-estradiol (or E2) levels can cause a toxic 
accumulation of factor H, which is a regulatory protein of the alternative pathway of the complement system that is responsible 
for ensuring the MAC does not assemble on self-cells.21, 22  
 
Estradiol is an important estrogenic hormone that plays a key role in the proper development of multiple functional systems 
throughout the body, and serves as an agonist of the two classical subclasses of estrogen receptors.23, 24 When challenged by C. 
albicans with and without E2 exposure, it was determined that zebrafish exposed to 1μM of E2 yielded a 63% decrease in the 
survival rate post-infection.21 While C3b, an important complement factor, was able to bind to the fungal cell surfaces, the 
heightened factor H recruitment, effectively prevented phagocytosis by inhibiting the membrane attack complex from forming.21 
The usual function of factor H is to regulate complement activation through accelerating the degradation of C3b on either the 
surface of targeted cells or in the fluid-phase.25 As C3b is an integral component of both the alternative and classical pathways, 
this allows factor H to prevent two of the three pathways that are available (although it is generally associated with the alternative 
pathway).21, 26 Factor H is essential in regulating a pro-inflammatory response in the body; in fact, its very absence or 
downregulation has been linked to diseases such as hemolytic uremic syndrome or glomerulonephritis.27, 28 In the case of 
estrogen-induced overexpression, however, it can prevent the formation of the MAC and halt two of the three complement 
pathways altogether; this in turn can lead to higher infection susceptibility and elevated fatality rates in zebrafish.21 Future research 
could be performed on other regulatory components of the complement system that work in conjunction with Factor H, such as 
complement receptor type 1 (CR1) or decay accelerating factor (DAF), to further establish if estrogen can cause other aberrant 
effects during development of the zebrafish innate immunity. 
 
Toll-like Receptors 
Estrogen is also involved in the expression and regulation of the transmembrane toll-like receptors (TLRs) in zebrafish. TLRs are 
one of multiple subsets of PRRs, or pattern recognition receptors, which are used for the early detection of foreign substances 
through its recognition of distinctly non-self molecules, such as double stranded RNA (dsRNA), flagellin, or even 
lipopolysaccharide (LPS).20 TLR’s are found on a variety of cell types, from keratinocytes and innate immune cells such as 
dendritic cells, to adaptive immune cells like B lymphocytes; this early TLR-mediated detection is vital for downstream cytokine 
signaling to occur, which in turn recruit neutrophils, macrophages, and dendritic cells in the early immune response.29-31 

 
Male zebrafish embryos treated with high levels of E2 were associated with an elevated expression of genes coding for Esr and 
TLRs, which resulted in additional nuclear factor kappa B (NF-κB) expression.32 When TLRs detect the presence of a pathogen 
associated molecular pattern (PAMP), such as the bacterial cell wall component LPS, this triggers a complex cascade within cells 
that eventually results in the release of NF-κB.33, 34 NF-κB is a regulatory transcription factor that, once activated, ends a cascade 
that causes the nuclear transcription of a variety of pro-inflammatory cytokines and adhesion molecules.35 See Figure 1. 
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Figure 1. (A) TLR signaling. The figure above details both the canonical NF-κB pathway through MyD88, and the non-canonical pathway through TRIF. The 
canonical pathway results in the release of pro-inflammatory cytokines such as TNFα, IL-1β, and IL-6, while the non-canonical pathway sees a release of Type I 
interferons into the microenvironment. (B) An established pathway for E2’s modulatory effect on zebrafish toll-like receptor and estrogen receptor expression has 
not been entirely elucidated. Elevated estrogen levels in zebrafish were correlated with increased expression of both estrogen receptors and TLRs. Original 
Illustration by Michael S. Chembars. 
 
Sun et al. postulates that heightened TLR expression results in overall greater NFκB expression within zebrafish hepatic and 
gonadal cells, due to the prevalence of estrogen receptors across multiple tissue types.32 However, the increased NFκB expression 
did not correlate with elevated inflammatory activity, but rather the opposite. In murine macrophages, it has been shown that E2 
binding to its receptor EsrA can prevent p65 (also known as REIA) translocation through activation of the PI3K pathway.36, 37 
The essential transcription factor p65 regulates NF-κB through its production of inhibitory factor IκB.38 In another study, 
Valentine et al. determined that E2 can signal through both EsrA in addition to EsrB to suppress p65 in murine HeLa and COS-1 
cells,39 which further supports E2’s ability to suppress NF-κB through the canonical pathway. Thus, in cell types that express the 
estrogen receptors, including important immune cells such as macrophages, E2 can function as a non-conventional anti-
inflammatory drug and prevent the release of pro-inflammatory cytokines including TNF and IL-6 through inhibiting NF-κB.40-42 
In human models, E2-mediated depression is associated with post-menopausal osteoporosis during higher levels of secretion.35, 37, 

42 

 
While E2 could potentially serve as a useful anti-inflammatory drug to treat several diseases in humans involving hyperimmune 
responses, its very inhibition of NF-κB and ultimately cytokine secretion could also cause adverse immunosuppressive effects as 
well. Previous studies with loss-of-function mutations that hinder or halt the TLR pathway have also been shown to cause 
immunodeficiencies, which in turn lead to recurrent bacterial infections, arthritis, and even cancer.20, 43 The use of non-steroidal 
anti-inflammatory drugs (NSAIDs) to decrease estradiol levels in postmenopausal women is performed as an experimental 
technique for preventing breast cancer.44, 45 However, estradiol’s specific anti-inflammatory mechanisms and this correlation with 
carcinogenesis is not well understood, and requires further research.45 Additionally, research is available to suggest that zebrafish 
estrogen receptors may respond differently to environmental estrogens than human estrogen receptors. 46 

 
Thymus 
The thymus is an important secondary immune organ, where T cells undergo much of their development, including V(d)J 
recombination and negative and positive selection.47, 48 There is also some evidence that estrogen exposure can cause aberrations 
in adaptive immune development as well. In teleost fish, research has identified that Esr2 is especially important in the 
ontogenesis of the thymus, and as such is the most probable of the ERs to bind to estrogen here.49 A ‘critical window’ may exist 
during immune development, in relation to estrogen exposure, which may determine whether the hormone causes atrophy or 
hypertrophy of the thymus.50, 51 As a result, estrogen may have varying effects on this immune organ. There is not a lot of 
available data on the effects of natural estrogens such as E2 on thymic development in zebrafish, and thus further research is 
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needed to confirm the effect of natural estrogen exposure on thymic development in D. rerio. There is, however, research to 
support that synthetic estrogens such as EE2, or 17α-Ethnylestradiol, can cause thymic retardation in zebrafish embryos.52 

 
Notch & Hematopoiesis 
Hematopoiesis is a highly regulated process that is responsible for the differentiation of self-renewing, multi-potent hematopoietic 
stem cells (HSCs) into lymphoid progenitor cells and myeloid progenitor cells.53 The former is responsible for giving rise to T and 
B lymphocytes and other cells of adaptive immunity, while the latter is generally associated with the development of cells of the 
innate response, such as monocytes and granulocytes.54 Before this differentiation occurs though, estrogen is shown to play an 
important role in zebrafish HSCs in the first 24-36 hours of development through Vegf/Notch signaling, through which it acts as 
a morphogen and signaling molecule.53, 55 Carrol et al. additionally suggested that excess E2 exposure in this early phase led to a 
decrease in notch-family genes,55 such as Notch3 and Notch1. Notch is a receptor that commits T-cell precursors towards the T-
lymphocyte lineage by activating the GATA-3 transcription factor during the first double negative stage. Froehlicher et al. treated 
zebrafish embryos between 72 and 96 hours post fertilization (hpf) with a high concentration of an engineered ERβ2 morpholino 
(a molecule designed to modify gene expression).56 By knocking out ERβ2 RNA translation with the morpholino, the exposure 
during embryonic development caused an upregulation of the Notch3 gene.56 In contrast, other studies which exposed mice to E2 
demonstrated a correlation in which notch-family genes such as Notch1, and the Notch ligand Jagged1 were upregulated 
significantly, following higher concentrations of estradiol.57-59 The above differences between Carrol et al. versus other researchers 
who reported increased expression of notch-family genes could be due to one of several major experimental factors. Carrol et al. 
used a concentration of 8-10 μM estradiol chemical treatments in their study on embryos between 12 and 36 hpf.55 In contrast, a 
treatment of 1 nM estradiol, in addition to using murine cell lines rather than zebrafish embryos, led Soares et al. to different 
results and conclusions.57 Thus, while these differing results may be useful for studies concerning estrogen’s effect on the 
environment, further research must be done to isolate which model organism (zebrafish or murine) is best for determining the 
effect of estrogen on hematopoiesis in Homo sapiens. Different avenues of research have also been proposed in zebrafish models 
to further solidify the understanding of estrogen’s effect on Notch, including hippocampal formation and additional cell 
proliferation mechanisms.60 
 
Overexpression of notch has been linked to highly increased canonical and non-canonical signaling through both the RBPJK 
signal binding protein and mTORC2 pathways, respectively.61, 62 Additionally, Jagged1 overexpression may cause both positive 
and negative effects. In dystrophin deficient zebrafish with elevated levels of Jagged1, overexpression can rescue the mutant 
phenotypes in a particular model, opening up new avenues of research into treating Duchenne muscular dystrophy.63 On the 
flipside, however, it is also linked to increased angiogenesis and cancer.64 Particularly, when mTORC2 pathways were increased 
sharply, this resulted in decreased Foxp3 expression and activity. Foxp3 is a master gene regulator whose expression is sufficient 
to induce T lymphocyte differentiation; therefore, a decrease in Foxp3 will also result in a decrease in T lymphocyte expression. 
Mutations that decrease the expression or eliminate Notch altogether can also lead to decreased cardiac health and tissue 
regeneration in murine models.65 

 
Innate Cells 
Innate immunity is often described as the first line of defense in the body’s defense mechanism, and can include cell types such as 
eosinophils, basophils, neutrophils, and monocytes, the latter of which can differentiate into dendritic cells and macrophages.66 
Currently, it is thought that E2 primarily affects dendritic cell precursors and macrophages through Esrα, although this is still 
under investigation.67 
 
Xu et al. reports that E2 exposure to whole male and female zebrafish embryos can also increase neutrophil counts by a factor of 
over 25%.68 This, along with elevated mpo and IL-8 gene expression, are indicative of elevated immune response stimulation. 
These results seem to be supported by several other studies as well. Namely, Rodriguez et al. used E2 in a zebrafish model to 
promote increased neutrophil expression and recruitment,69 along with TGFβ1, which resulted in metastasis of cancer cells. 
Because neutrophils and dendritic cells can derive from the same myeloid progenitor cell, one would also expect to see increased 
dendritic cell differentiation in response to E2 exposure. This is further demonstrated by Siracusa et al.’s murine study, which 
indeed found elevated MHC II+ dendritic cells after being exposed to E2 in vivo.70 
 
Both neutrophils and dendritic cells are vital for innate immunity, as they are the most common immune cells which respond to 
infection and provide the greatest amount of antigen presentation, respectively, within the zebrafish immune arsenal. Neutrophils 
can phagocytose antigens, cause granule release, and release cytokines and chemokines that cause increased transmigration of 
additional white blood cells to the site of infection.20 Dendritic cells, on the other hand, are the primary antigen presenting cells 
through their use of major histocompatibility complex (MHC) molecules and serve as the ‘bridge’ between the innate and adaptive 
branches of immunity.20 
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There is some research available indicating that E2 can also affect macrophage migration to cancerous tissue via chemoattractants. 
E2 can increase circulating CCL2 and CCL5 chemokines, which are known tumorigenic compounds.71, 72 The higher chemokine 
levels led to cancer metastasis due to the increased influx of macrophages.71 These results were similar to a zebrafish study by 
Rodriguez et al.,69 which found that E2 can increase metastasis by inducing higher neutrophil recruitment and by promoting 
TGFβ1 expression. Estrogen also has regulatory effects on nitric oxide (NO) by increasing its release from macrophages.73 

Macrophages, which are well known for their production of inducible nitric oxide synthase (iNOS), utilize reactive oxygen and 
nitrogen species to kill captured organisms during phagocytosis.74 
 
Cytokines 
Endocrine disrupting chemicals (EDCs) such as E2 have also been reported to have marked effects on expression of multiple 
cytokines within Danio rerio, such as TNFα, Type II interferons (IFN-γ), IL-1β, as well as the chemokines IL-8, CXCL-Clc, and 
CC-chemokine.75 Jin et al. found that TNFα, IL-1β, and IFN-γ expression levels were elevated in zebrafish embryos after 
exposure to higher concentrations of E2.75 In a different study, Xu et al. reported increased transcription of TNFα after exposure 
to E2,68 although their expression levels were lower when compared to those in Jin et al.’s experiment;75 Jin et al. exposed larvae to 
12.5 μg/L of E2, whereas Xu et al. treated larvae with only 5 μg/L of E2, which could demonstrate a dose-dependent effect of 
E2 on TNFα. TNFα is the flagship cytokine of the TNF superfamily that is mainly released by macrophages, mast cells, and 
dendritic cells; its expression is regulated through the NFκB pathway.76, 78 Upon release, TNFα can cause a host of effects 
including apoptosis through proteins such as c-Jun, along with playing a major role in inducing inflammation, and activating MAP 
kinases.78-80 In the event of sepsis, activated macrophages might be apt to release large quantities of TNFα systemically, which can 
lead to septic shock due to a sharp drop in blood pressure.20 Excess amounts of TNFα have also been linked to arthritis and other 
inflammatory tissue diseases, such as vasculitis or ankylosing spondylitis.80, 81 See Figure 2. 
 
 

 
Figure 2. (A) TNF signaling. The TNFα cytokine signals through the TNF receptor, TNFr. This binding can lead to the activation of NF-κB, and the activation 
of cJun through the MEKK and JNK pathways. This can then lead to the release of chemicals that results in apoptosis, additional stress response, cell 
proliferation, and the release of additional pro-inflammatory cytokines. TNFα binding can cause a host of responses, but we chose to focus on those that are 
known to be affected by estrogen exposure. (B) An established pathway for E2’s modulatory effect on TNF signaling has not been entirely elucidated. However, 
elevated estrogen levels in zebrafish were correlated with increased expression of both estrogen receptors and TNFr. Original Illustration by Michael S. Chembars. 
 
IFN-γ is a type II interferon that is instrumental in modulating cell-mediated immunity, where it serves in multiple capacities 
including the amplification of antigen presentation, increasing reactive oxygen species (ROS) production for increased antiviral 
activity, and the induction of an anti-proliferative state to combat cancer.82 In the innate branch of immunity, ROS and IFN 
production is stimulated by macrophages, which secrete cytokines to attract natural killer cells to the area of inflammation and 
further IFN-γ production.83, 84 In a study by Xu et al., E2 exposure promoted higher expression of IFN-γ in both male and female 
zebrafish,85 which promoted the inflammatory response and led to increased cardiac tissue regeneration. Xu et al. also determined 
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that E2 caused Esr2a and Esr1 expression levels to increase in zebrafish,85 while Esr2b expression was suppressed. Additional 
research also confirmed E2 binding to both Esr1 and GPER, which led to increased IFN-γ expression in zebrafish.70, 86-88 

 
E2 is also a known effector of the nitric oxide (NO) pathway.89 Jin et al. reinforced this by determining that E2 exposure can lead 
to an increase in iNOS gene expression,75 leading to its upregulation. Additional iNOS is expressed due to increased cytokine 
activity, and can cause the release of nitric oxide through catalysis.75, 90, 91 Innate immune cells such as macrophages, neutrophils, 
or NK cells can utilize NO released to increase host resistance, lessen the severity of an infection, and serve as a potent 
antimicrobial and antiviral substance.92, 93 Overabundant levels of iNOS in the body for a prolonged duration of time can lead to a 
plethora of autoimmune-induced diseases; these can include but are not limited to gastroenteritis, septic shock, or 
atherosclerosis.94 A different study by Karpuzoglu-Sahin et al. suggested similar overexpression of iNOS,87 this time due to its 
interaction with none other than the cytokine IFN-γ.95 This interferon’s expression can be enhanced by E2 upstream as previously 
defined, which causes a cascade effect down the line with iNOS at the end of it, that eventually leads to an uncontrolled amount 
of NO released to the body.74 
 
Current research also demonstrates that E2 exhibits a developmental stage-dependent effect on numerous genes, meaning the age 
at which the embryos are exposed to E2 in hours or days post fertilization (hpf or dpf, respectively) is crucial. One gene that 
regulates ubiquitination in zebrafish, dcaf13 (human homolog: DCAF13), experienced a significant increase in expression at 1 dpf 
in zebrafish embryos following exposure to 1 μM E2.86 Ubiquitin is a protein which serves as the central player in both the 
processes of ubiquitination and its counterpart, deubiquitination; it is part of an immune retraction process that is essential for the 
regulation of both innate and adaptive responses.96 Ubiquitin accomplishes this through seven lysine residues, one of which can 
cause protein degradation through the 26s proteasome, while another named K63 can create linkages which are responsible for 
initiating cytokine signaling.97, 98 One of the 26s proteasome’s functions is to degrade IκB, which subsequently frees NF-κB to 
enter the nucleus.99 Li et al. also expounded on ubiquitination’s effect on the CbI family of proteins,97 which play a key role in the 
regulation of both T and B lymphocytes. Based on these reports, it is evident that E2 can affect other physiological processes 
through modulating ubiquitination, in addition to affecting zebrafish immune development. 
 
The use and regulation of cytokines is crucial for a prompt and effective response from both the adaptive and innate repertoires 
of zebrafish immunity. Estrogen has demonstrated its ability to affect the expression and regulation of several cytokines through 
promoting gene transcription events. Further research should be conducted on other well-known cytokines and their related 
pathways in order to elucidate estrogen’s specific method of action. 
 
Micro-RNASeveral studies have shown that E2 can influence microRNA regulation. MicroRNAs (miRNA) are small segments of 
RNA nucleotides that can silence gene expression post-transcriptionally by increasing the rate of degradation in mRNA.100, 101 In 
immunology, miRNAs have been identified to control multiple effects in immune cells, which affect all stages of development.102 

Some miRNAs, such as miR-126 in zebrafish, have also been associated with regulating HSC differentiation, enabling them to 
control the myeloid and lymphoid lineages.103 By comparison, in mice, miR-181 can increase B lymphocyte expression through 
lineage regulation.104 A shift in lineage differentiation such as that caused by miR-181 may lead to the mutant organism exhibiting 
enhanced antibody production, at the expense of a heightened susceptibility to infection due to fewer myeloid innate cells that can 
professionally phagocytose. 
 
E2 levels can either cause the upregulation of certain miRNA genes such as miR-17-92, or the downregulation of miRNA genes 
such as let7.105, 106 Several members of the miR-17-92 family were found to be upregulated in female zebrafish following exposure 
to E2.105 miR-17-92 is responsible for regulating numerous cell types in the immune response, ranging from B lymphocyte 
development, T lymphocyte activation, and expression of dendritic cells.107 In B lymphocytes, miR-17-92 expression is higher 
during the early stages of development, and decreases as the B lymphocytes reach the pre-B to immature B lymphocyte stages.108 

Overexpression or failure of miR-17-92 levels to decrease in T lymphocytes have been linked to several autoimmune diseases in 
both murine and human models, such as systemic lupus and multiple sclerosis.109, 110 One of the mechanisms through which it 
causes autoimmunity is through targeting several pro-apoptotic lipid phosphatases and proteins such as PTEN and Bim, 
respectively.107, 111 This in turn promotes Th1 delayed-type hypersensitivity, and simultaneously retarding regulatory T cell 
production.107 Current knowledge on E2’s role in zebrafish miR-17-92 expression is not extensively documented, and may present 
itself as an avenue of future research in lieu of less economical murine or human models. 
 
A miRNA credited as a master regulator of inflammation, miR-155,112 may play a role in promoting human breast cancer when 
exposure to E2 is involved.113 miR-155 is also present in zebrafish, though E2’s effect in this organism is not well documented.114 
Zebrafish models testing E2’s effect on miR-155 could benefit current knowledge on human breast cancer, Gaucher’s disease, 
and kidney disease.112, 114  
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Cohen et al. discovered that E2 can also repress miRNA of the let-7 family in zebrafish;106 these are known tumor suppressants 
which regulate genes such as k-Ras. k-Ras is an oncogene which can signal through the PI3K and MAPK pathways, which 
eventually result in the execution of important cellular functions including cell proliferation; there are numerous studies that link 
k-Ras mutations in some form or fashion to approximately 25% of human cancers.115 k-Ras can also cause secretion of pro-
inflammatory cytokines such as IL-6, a cytokine noted for its tumorigenic activities.115, 116 k-Ras can also mediate IL-1 and NF-κB 
expression, both of which are crucial to the inflammatory response.115, 117 A study on k-Ras transgenic zebrafish has also suggested 
that estrogen plays some role in inhibiting cell proliferation in hepatocellular carcinoma (HCC).118, 119 This discovery may help 
provide an answer as to why human males are more susceptible to HCC than females, as females traditionally express higher 
estrogen levels.119 

 
miRNA's suppression of k-RAS and other oncogenic genes continues to be studied in zebrafish, murine, and human models in 
order to fully determine the role of microRNA in regulating cancer.120-122 As such, this is still an emerging field of study, and a 
promising one with many different avenues to pursue. 
 
CONCLUSION 
It is evident that estrogens, such as the naturally derived 17 β-estradiol, act as potent immunomodulatory agents in zebrafish. 
Many of these effects can alter critical pathways, such as the case of the complement cascade and the toxic buildup of Factor H, 
which reduces its effectiveness by preventing the formation of the membrane attack complex. Estrogen can affect pathways 
involving the expression of the protein NF-κB, which has effects ranging from development and maturation of immune cells to 
activation in response to infection. Estrogen can also upregulate cytokines such as TNFα, IL-1β, and IFN-γ, which affect 
important functions such as apoptosis, mediating the inflammatory response, antigen presentation, and much more. 
Immunomodulatory effects can also be seen on microRNAs from estrogen exposure, which is a vital regulator in both myeloid 
and lymphoid lineage development. 
 
EDCs are not exclusively natural estrogens such as E2. Other chemicals, such as bisphenols, phthalates, etc., can also signal 
through the estrogen receptor similarly to E2.123, 124 Because of an EDC’s agonistic behavior, future research documenting their 
mechanisms of action to induce zebrafish immune disruption has been identified as a locale in research that should receive more 
attention, especially as it pertains to ecological toxicology.125 

 

These findings highlight the necessity for researchers to further investigate the effects of estrogenic compounds both in zebrafish 
and in other aquatic species, as these chemicals are becoming more prevalent in aquatic environments.126, 127 From these 
environments, trace amounts of contaminants can radiate to terrestrial mammals including humans, primarily, though not 
exclusively, through the food supply.128-130 Furthermore, estrogen’s effect on many aspects of the immune system, especially the 
adaptive branch of immunity, is less understood. Danio rerio has proven itself as a staple model organism for immunological 
studies due to its cost efficiency, high embryo yield, and similarity to the human immune response. Through this model, it is 
suggested that additional research be conducted and documented concerning estrogen’s effect on environmental and human 
health (as well as synthetic estrogens and estrogenic compounds such as bisphenol-A and its derivatives).131 
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PRESS SUMMARY 
This study reviews current knowledge of the effect of estrogen on immune system efficacy in zebrafish. Significant research has 
been conducted on this topic, and primarily concludes that estrogen exposure can cause aberrant immunological development and 
function that decreases the overall health of the organism.  
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